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A novel process for curriculum review developed in Mechanical and Aerospace Engineering at Utah
State University is described. The process, based on value engineering techniques, is quantitative,
allows faculty freedom to innovate and is sufficiently flexible that it can be applied to many
engineering programs. Results are tabulated in three systems of matrices. Importance matrices are
used to show the relative importance of goals at each programmatic level. Measurement matrices
document the level of performance at each programmatic level relative to a set of benchmarks.
Correlation matrices are used to correlate the goals from one programmatic level to the next. While
other assessment methods may use something similar to our measurement matrices, the use of
correlation matrices is unique to this curricular review process. The correlation matrices are used to
see if the goals of each level are correct. A curricular review process is then described which
employs these matrices to adjust the relative importance of goals and to insert or delete possible
new goals. The review process provides a formal way of closing the feedback loops at all
programmatic levels from the course level to the objective level. An example of implementation
of the curricular review process is presented.

INTRODUCTION

FACULTY OF THE Mechanical & Aerospace
Engineering (MAE) program at Utah State
University (USU) began preparation for a
program review by the American Board for En-
gineering and Technology (ABET) several years
ago. As we reviewed the ABET EC 2000 criteria,
we realized many of our processes already resulted
in continuous quality improvement, although not
all processes were as formal as we might like. Tools
used in value engineering and engineering decision-
making could help formalize some of our review
processes, especially when we needed to measure
the curriculum and decide between alternatives
based upon multiple criteria. Tools to aid in
these processes include concept selection, quality
function deployment, and relative worth analysis.

This paper describes a new curricular review
process that incorporates value-engineering tools
in the form of curricular review matrices. The
review process is sufficiently flexible that it could
be applied to a variety of engineering programs
seeking ABET accreditation, or other assessment-
based accreditation processes. As an example, we
will show how the review matrices are applied to
the MAE program at USU. The review process not

only establishes performance criteria and assess-
ment methods, but also systematizes corrective
actions to continuously improve the overall
program. Our process provides a formal way of
closing the feedback loop at all programmatic
levels from the course level to the objective level.
It can be used systematically to ensure continuous
improvement occurs throughout the program.

First we will first provide a background section
that includes a literature review on current assess-
ment strategies and curriculum review as much has
been written on the subject. In this section, we will
also provide a brief review of value engineering.
Next, we will briefly introduce four programmatic
levels that define the goals of the MAE under-
graduate program and the schemes to measure
progress in meeting the goals. Then we will intro-
duce three curricular review matrices and show
their application to the MAE program. Finally, we
will show how the review matrices can be included
in a complete curricular review process culminat-
ing in further development and improvement of
the program, again using MAE as an example.

BACKGROUND

Several authors have noted the similarities of the
EC 2000 criteria and ISO 9001 [1±3]. Aldridge and* Accepted 14 September 2001.
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Benefield provide a general roadmap to assist
programs in implementing the ABET 2000 criteria
in order to prepare for future ABET reviews [4±5].
A number of authors describe a particular institu-
tion's preparation and experiences with the ABET
2000 review process. For example, Lohman
describes Georgia Tech's experiences, as a pilot
program, with the ABET review process, and
provides suggestions for those preparing for a
site visit [6]. Similarly, Phillips [7] presents lessons
learned from the ABET review of Harvey Mudd
College and Rudko [8] provides a similar report on
the review of Union College. McGourty et al.,
provide an overview of NJIT's assessment
program and preliminary results from four assess-
ment processes [9]. Much has been written high-
lighting specific assessment tools and assessment
processes that demonstrate educational outcomes
are being achieved. Numerous authors, including
Rogers and Williams [10], Mourtos [11], Olds [12],
and Morgan et al. [13], provide insight into the use
of portfolios as effective assessment tools. Teren-
zini et al., report on a course-level questionnaire
designed to respond to assessment needs [14].
Regan and Schmidt describe the use of surveys to
provide feedback from undergraduate students as
well as alumni [15].

We found less has been written on establishing
performance criteria and formal processes to close
the feedback loop in order to improve the program
in a continuous manner. Trevisan, Davis, Calkins,
and Gentili [16] describe a general process for
designing performance criteria while Napper and
Hale [17] develop specific performance criteria for
a biomedical engineering program. Pape and Eddy
[18] describe review of a single course which
includes establishing performance criteria and a
formal process for changing course content based
on assessment results. In very general terms, Yoko-
moto, Goodwin, and Williamson [19] provide an
outline for a curriculum review cycle which
includes definition of learning outcomes, perfor-
mance level expectations, assessment strategies and
data collection, evaluation of whether performance
levels are met and use of these results in the
curriculum revision process. Sarin [20] provides a
general, detailed plan to assist faculty with the
development of a curricular review process.
Continuous improvement, including the impor-
tance of documentation, is discussed but no
formal process is described. A curriculum renewal
process, including analysis of existing curriculum,
followed by design and implementation of a new
curriculum is provided by Leonard et al. [21]. Once
the renewed curriculum is in place, they provide an
accreditation preparation methodology for assess-
ment and continuous improvement. They too
emphasize the importance of documentation.

Our literature review points to a need for a
systematic process to act upon assessment results
as emphasized by Lohman [22]. We came to a
similar conclusion as we began to sift through the
ABET 2000 requirements and their application to

our program. Quantitative answers to the following
basic questions highlight the fundamental nature
of the information we were seeking:

. How well do our outcomes satisfy our
objectives?

. Are we placing proper relative emphasis on the
outcomes?

. How well do our classes meet our outcomes?

. How well does an individual class meet the
outcomes?

. How efficient is a class at meeting outcomes?

. Are prerequisite tasks lined up properly and
covered properly?

. Are students meeting the objectives?

We found no single model for handling all such
questions quantitatively. It was clear that a curri-
cular review process is what is needed to under-
stand and act upon results from the assessment
methods. For ideas on this, we looked to value
engineering and engineering decision making.

Tools to aid in these processes include concept
selection, quality function deployment (QFD), and
relative worth analysis (RWA). Concept selection
uses multiple weighted criteria to decide among
alternative concepts [23]. This selection method
has been applied in many fields with many
names. Utility theory, upon which concept selec-
tion is based, is the mathematical foundation for
concept selection and similar tools [24]. Quality
function deployment provides a formal mechanism
for translating customer requirements into design
targets and major quality assurance checkpoints to
be used throughout product development and
production [25]. Relative worth analysis uses the
weighted importance of product components rela-
tive to two different criteria, cost and functional
importance, to measure the `worth' of individual
components in a product. The goal would be to
have components that are not overpriced but the
value of the product is as high as possible.
Elements of each of these value-engineering tools
were used in our curriculum development and
measurement methods.

BRIEF REVIEW OF MAE
UNDERGRADUATE PROGRAM GOALS

The ABET Engineering Criteria 2000 requires
that an engineering program have in place a set of
educational objectives and outcomes [26]. MAE
elected to add two additional programmatic levels:
attributes and courses. Objectives are defined as
statements that describe the expected accomplish-
ments of graduates during the first few years after
graduation. Attributes of graduated engineering
students are statements that describe specific
skills of graduates that are essential for success in
accomplishing the undergraduate program objec-
tives. Outcomes are statements that describe
broadly what students are expected to know and
are able to do by the time of graduation. Among
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the goals of the MAE outcomes are the eleven
required by ABET, Criteria 3 [26]. Courses are the
basic building blocks that lead to successfully
meeting the undergraduate program outcomes.
Figure 1 shows paraphrased examples of all four
levels of goalsÐobjectives, attributes, outcomes,
and coursesÐfrom the USU MAE curriculum.

The curriculum review process is split into four
corresponding cycles of:

. objective evaluation

. attribute appraisal

. outcome assessment

. course validation.

Objective evaluation, due to its long-range
focus, occurs nominally once every six years
corresponding with the ABET review process.

Accordingly, attribute appraisal occurs nominally
every three years, outcome assessment occurs every
year, and course validation occurs each time that
the course is taught, as illustrated in Fig. 1.

CURRICULAR REVIEW MATRICES

Using value-engineering ideas, we propose three
types of matrices to quantify and document a
curricular review process. Importance matrices
are used to show the relative importance of
goals. Measurement matrices document the level
of performance in each metric and the attainment
for each goal and the entire level. Correlation
matrices are used to compare attainment from
one level to the next.

Fig. 1. Example goals and measurement cycles of the four MAE programmatic levels.
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Importance matrices
We have goals at three programmatic levels:

objectives, attributes, and outcomes. The process
of identifying the relative importance of goals at
each level must occur before the measurements
are taken, as this weighting is part of how to
measure. Since constituents drive objectives,
constituents must also decide their relative impor-
tance. We have two objectivesÐwork prepared-
ness and graduate school preparedness (Fig. 1).
Based upon constituent input, we decided that the
relative importance is 60% for graduate school
preparedness and 40% for work preparedness.

The purpose of the attributes in our curricular
review process is to ensure that the objectives are
met; in turn, the outcomes ensure that attributes
are met and courses ensure that outcomes are
met. The development of lower-level relative
importance measures was based upon the premise
that importance is derived from the importance of
higher-level goals met, as shown in Fig. 2.

This follows the requirements flow down
method as used in QFD, RWA, and other value
engineering tools. We took each of the four
attributes of our curriculum described in Fig. 1Ð
synthesis and problem solving, computer-based
engineering, communication, and independent
learningÐand determined how important each
was in achieving each of the two objectives. We
rated the attributes using a 1±10 scale and then
normalized to have a percentage relative impor-
tance for each objective. Then, by using the
objective importance as a multiplier, we calculated
the relative importance of each attribute. For
example, communication was rated an 8 out of
10 for work preparedness, which lead to a relative
importance of 8/32, or 25%. This means that 25%
of the objective of work preparedness is achieved
through the attributes of communication. Com-
munication was rated a 5 for graduate school
preparedness, which leads to a relative importance
of 5/32, or 16%. By weighting the 25% as 40% of
the importance (the relative importance of
work preparedness) and the 16% as 60% of the
importance (the relative importance of work
preparedness), the final importance of the attribute

communication is 19%: (0.25 � 40%) �
(0.16� 60%). This number is used throughout the
following matrices when that attribute is discussed.

In a similar requirements flow down manner, the
importance of each outcome was derived from the
importance of each attribute. This is shown in
Fig. 3.

We rated the outcomes using a 1±10 scale and
then normalized to have a percentage relative
importance for each attribute. For example, we
ranked fundamentals as 3 out of 10 for relative
importance in meeting the communication attri-
bute which lead to a relative importance of 3/31, or
10%. This means that 10% of the attribute of
communication is achieved through the funda-
mentals outcome which is probably not surprising
since the fundamentals outcomes states students
will be able to formulate and solve problems using
math, chemistry, physics and basic engineering
sciences. The learning outcome does not have a
strong oral or written component. The outcome
`communication', which includes oral and written
communication as well as developing engineering
drawings and specifications and participating in
team-based engineering projects, was ranked 10
out of 10 for relative importance in meeting the
communication attribute which lead to a relative
importance of 10/31 or 32%. By using the attribute
weights, we derive an overall outcome importance
percentage. For example, the communication
outcomes final importance is 12% which is found
by summing the relative importance of communi-
cation weighted by the attribute importance
(7� 31), the relative importance of communication
weighted by the computer-based engineering
attribute importance (8� 25), the relative impor-
tance of communication outcome weighted by the
communication attribute (32� 19) and the relative
importance of communication weighted by the
independent learning attribute (9� 24). The
summation is normalized by 100 to arrive at the
final figure of 12%.

Measurement matrices
We have four cycles of measurement and

actionÐobjective evaluation, attribute appraisal,

Fig. 2. Example of an Attribute Importance Matrix.
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outcome assessment, and course validation. Each
of the measurement matrices is similar in that we
use the relative importance of each goal (objective,
attribute, outcome, and course), we use several
metrics to measure each goal, we rank the impor-
tance of each goal evaluation method, we measure
attainment relative to a benchmark for each
metric, and we utilize the relative importance of
each metric.

A fictitious Objective Evaluation Matrix (Fig. 4)
will be used as an example. The two curricular
objectivesÐwork preparedness and graduate
school preparednessÐare listed in the first column
followed by their relative importance in the second
column. The third column shows the evaluation
methods (metrics) used for each objective.

Each method or metric has an attached impor-
tance. This defines how meaningful a particular

metric is when evaluating the objective relative to
the other metrics for that objective. The sum of the
importances for all of the metrics for each objec-
tive must be 100%. The number of job interviews
students have is rated as 10% in importance
compared to all evaluation data. On the other
hand, the number of students who are placed in
a job two months after graduation is rated as 28%
in importance compared to all evaluation data.
The benchmark or target is recorded in the fifth
column in units particular to that evaluation
method. In column six, we record the actual
measurements. The evaluation level is recorded in
column seven as the ratio of the actual result and
the target value.

The critical result obtained from the Objective
Evaluation Matrix is the overall evaluation level,
shown in column seven. While the evaluation level

Fig. 3. Example of an Outcome Importance Matrix.

Fig. 4. Example of an Objective Evaluation Matrix for a program.
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records how well the particular metric is attained,
the objective evaluation level records how close we
are to achieving each objective on a percentage
basis. This value is obtained by summing the
evaluation levels weighted by the method impor-
tance. The objective level evaluation for worked
preparedness was found to be 92 by performing the
following calculation: (68 � 10� 117 � 16� 105 �
19� 60 � 7� 80 � 20� 94 � 28)/100. The last row
of the matrix, entitled `Total Evaluation', shows
the total evaluation for all of the objectives. This is
the sum of the products of the individual objective
evaluation levels and the objective importances. As
expected, this is the measure of attainment for the
objectives in total.

Another fictitious matrix associated with attri-
bute appraisal is shown in Fig. 5. Here, we have
only one or two appraisal methods, but in most
cases have exceeded the target values for sake of
example. The attribute appraisal level, shown in
column 7 is the sum of the products of the
appraisal level and the method importance for
each attribute.

Specific numerical values for the example
matrices in Figs 4 and 5 will be used in the next
section. Measurement matrices for outcome assess-
ment and course validation were developed, but
are not shown in the paper.

Correlation matrices
The last type of matrix is the correlation matrix.

Other assessment methods may use something
similar to our measurement matrices, and we
have seen a less thorough implementation of
importance in some curricula. However, the use
of correlation matrices is unique to this curricular
review process. The correlation matrices are used
to see if the goals of each level are consistent.
Results from these matrices can be used in a
curriculum review process to adjust the relative
importance of goals and to delete goals or to insert
possible new goals at each programmatic level.
The correlation matrices are useful because the

situation could arise where the measurement at a
higher programmatic level is high but the measure-
ment at the next lower programmatic level is low.
This would indicate that the upper level goals are
being met although the lower level goals are not.
This inconsistency would point towards a poor
matching between the goals of the two levels and
a need to revise at the lower level.

A fictional Objective-Attribute Correlation
Matrix is shown in Fig. 6 as an example of
correlation matrices. The purpose is to compare
the objective evaluation with the cumulative,
weighted appraisal of the attributes. Note that
the information in this matrix is not based upon
any real measurements taken. In fact, we have
intentionally produced objective evaluation levels
and attribute appraisal levels that are skewed to
illustrate the value of this matrix. The top part of
the matrix is formed from results from importance
and measurement matrices described early.

The objectives with their relative importance are
shown at the topÐ40 and 60. Below the objective
importance row are the attributes and their relative
importances from Fig. 2. The column to the far left
is the attribute appraisal level developed in Fig. 5.
Below the attributes is the objective evaluation
level, developed in Fig. 6.

The row entitled `Appraised Objective Level' is
used to measure the objective-attribute correlation.
This number is the sum of the products of the
attribute appraisal level and the relative attribute
importance for each of the attributes. There is one
for each objective. For example, the work prepared-
ness result of 128 is obtained by the following calcu-
lation:(127 � 31� 167 � 25� 97 � 25� 120 � 19)/100.
These appraised-objective level values (92 and 83
in this example) represent what the evaluation level
of the objectives should have been based upon the
appraisal level of the attributes. This number
should be very close to the objective evaluation
level if the attributes and their weights are correct
expressions of the objectives. The discrepancy
between the objective evaluation level and the

Fig. 5. Example of an Attribute Appraisal Matrix.
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appraised objectives level is shown in their ratio,
the evaluation/appraisal correlation (0.72 and 0.64
in this example). If these numbers are far from 1.0
in either direction, there is a need for corrective
action.

Finally, these two evaluation/appraisal correla-
tions using the relative importance of the objec-
tives in the total correlation, here shown to be
0.87. The calculation to arrive at 0.87 is
(40 � 0.72� 60 � 0.64)/100. This final result indi-
cates the level of the overall correlation between
objectives and attributes. In this contrived
example, the total correlation of 0.67 would be
unacceptable. We would be forced to review speci-
fic goals within our objectives and attributes, as
well as the evaluation and appraisal schemes.

Similar analysis was performed to develop an
Attribute-Outcome Correlation Matrix and an
Outcome-Course Correlation Matrix. These
results are not shown in this paper.

CURRICULAR REVIEW PROCESS

The five major entities involved in the review
process ongoing in the MAE program at USU are
the Department Head, the corrective action
committee, the curriculum committee, stake-
holders, and the faculty. The corrective action
committee is a permanent committee tasked with
overseeing the undergraduate program. Specifi-
cally, the committee reviews data and assigns
responsibility for corrective actions to the appro-
priate committee or individual. Corrective actions
can include refocusing efforts to better achieve
goals or changes in goals at any level. The curri-
culum committee is a separate body charged with
the daily governance of curricular issues such as
responding to student petitions for course substi-
tutions and technical electives. Faculty often
receive informal feedback from students and
colleagues. If the lines of communication remain

open, the formal review process should allow for
informal, `bubble up' input at any time.

Shown in Fig. 7 is a `solar system' metaphor
illustrating our review process. The three planets
orbiting the MAE curriculum represent program-
matic levels with an ever-increasing period of
review. The objective evaluation is shown in the
outmost orbit because it occurs on a six-year cycle
while the outcome assessment is shown in an inner
orbit because it occurs on a one-year review cycle.

The satellite is a metaphor for the corrective
action committee. The satellite receives quant-
itative signals from the objective evaluation, attri-
bute appraisal, outcome assessment, and course
validation. It also receives qualitative signals from
our constituents in industry, government, and
academia. The satellite (corrective action commit-
tee) broadcasts changes in goals at any program-
matic level based on the incoming signals. Students
are represented as a space shuttle that is grounded
in the MAE curriculum. During the educational
process, students should develop sufficient skills to
satisfy the individual courses, outcomes, attributes,
and objectives of the program as they are propelled
into careers in government, academia, or industry.

OBJECTIVE EVALUATION

The curricular review process is split into four
cycles. Objective evaluation, due to its long-range
focus, occurs nominally once every six years cor-
responding with the ABET review process. Data to
determine whether the objectives are being met can
be acquired in a number of ways. At USU, we
conduct a telephone survey of newly graduated
students and alumni that graduated two years
prior. The department staff, who maintain close
contact with alumni, conduct the telephone
surveys each summer. If, based upon the objective
assessment matrix, specific objectives are not
achieving their benchmark then those outcomes

Fig. 6. Example of an Objective-Attribute Correlation Matrix.
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are flagged for action. The industrial advisory
board also has some informal, qualitative input
into the evaluation of the objectives. In addition,
the State, University, or College may have more
formal and binding qualitative input on the
objectives of the undergraduate curriculum.

Annually, the Department Head and corrective
action committee employ the Objective Evaluation
matrix to analyze the evaluation data against
benchmarks previously set by the corrective
action committee and approved by the faculty,
and note any deviations. Data are reported to the
full faculty on a yearly basis. In the absence of any
special needs or bubble up input, the Department
Head and corrective action committee collate and
review the quantitative and qualitative objective
evaluation data every six years and decide what
type of corrective actions may be needed. Correc-
tive actions may take the form of any, or all, of the
following: changes to objectives, changes to objec-
tive benchmark criteria, or changes to objective
evaluation methods.

The department head then formally charges the
corrective action committee with the appropriate
task(s) with the approval of the entire faculty. The
corrective action committee then formulates its
response to the charge and presents its findings
to the full faculty for acceptance. It may be the
case that the corrective action committee suggests
no action. Any changes to the objectives them-
selves must be reconciled with the attributes.

ATTRIBUTE APPRAISAL

Attribute appraisal occurs nominally once every
three years. Data to determine whether the attri-
butes are realized are acquired from the `two year
out' alumni telephone surveys. If, based upon the
attribute appraisal matrix, specific attributes are
not achieving their benchmark then those attributes
are flagged for action. Another major source of
appraisal data is `flow down' from the object
evaluation cycle. If objective benchmark criteria
are not being met, but it is determined that the
objectives, the objective benchmark criteria, and
the objective evaluation methods are correct, then
the attributes are the source of curricular problems.
The causal attributes are then identified by their
relative importance in meeting the objectives using
the objective-attribute correlation matrix. The
industrial advisory board also has some qualitative
input into the appraisal of the attributes. In addi-
tion, the Department Head and faculty may acquire
informal qualitative input on the attributes from
constituents. Both the objective evaluation and the
attribute appraisal processes are shown in Fig. 8.

On a yearly basis, the Department Head and
corrective action committee analyze the appraisal
data against previously set benchmarks and results
are reported to the full faculty. Data analysis is
aided by the use of the attribute appraisal matrix.
In the absence of any special needs or bubble up
input, the Department Head and corrective action

Fig. 7. Illustration of the circular review process using a solar system metaphor.
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committee collate and review the quantitative and
qualitative attribute appraisal data every three
years and decide what type of corrective actions
may be needed. The department head then
formally charges the corrective action committee
who then formulates their response to the charge
and presents their findings to the full faculty for
acceptance. It may be the case that the corrective
action committee suggests no action. Any changes
to the attributes themselves must be reconciled
with the outcomes and objectives as well.

The curriculum review processes for outcome
assessment and course validation proceed in a
similar fashion with yearly or semester length
cycles, respectively. Measurement matrices are
used to compare quantitative data with bench-
marks to determine whether corrective actions
are necessary. Importance matrices are used as
input to the correlation matrices. Matrices for
attribute-outcome and outcome-course correla-
tions can be developed to insure the goals and
measurement schemes are correct.

CONCLUSIONS

Implementation of our review process permits
us to provide quantitative answers to the

questions posed in the background section.
Importance matrices allow us to know which
outcomes are relatively more important in meet-
ing our undergraduate program objectives. The
same can be done at each level. The importance
matrices can also be used to help in resource
allocation decisions. Lastly, the importance
matrices quickly identify lower level goals that
do nothing to meet higher level goals or higher
level goals that are not backed by lower level
goals.

The measurement matrices allow us to answer
the question, `How are we doing in meeting our
goals?' This question can be answered at each
programmatic level and we can track improvement
as well. If strides are not being made to reach
targets or benchmarks, the corrective action
process begins. The more complex correlation
matrices answer questions such as, `Does meeting
the attributes lead to meeting the objectives?' By
comparing how well lower level goals should be
meeting higher level goals with how well the higher
level goals are actually being met, the correlation
matrices close the feedback loop between levels.
Altogether, these three sets of matrices, along with
a curricular review process, enable the systematic,
continuous improvement of an undergraduate
curriculum.

Fig. 8. Undergraduate curriculum review process with flow down from objective evaluation to attribute appraisal. Not shown are
outcome assessment or course validation.

J. Gershenson et al.148



REFERENCES

1. S. Karapetrovic, D. Rajamani, and W. Willborn, Quality assurance in engineering education:
comparison of accreditation schemes and ISO 9901, Euro. J. Eng. Educ., 23(2), pp. 199±212
(1998).

2. S. Waks, and M. Frank, Application of the Total Quality Management approach principles and
the ISO 9000 standards in engineering education, Euro. J. Eng. Educ., 24(3), pp. 249±258 (1999).

3. S. Sarin, Quality assurance in engineering education: a comparison of EC-2000 and ISO-9000,
J. Eng. Educ., 89(4), pp. 495±501 (2000).

4. M. D. Aldridge and L. Benefield, A planning model for ABET Engineering Criteria 2000, Proc.
1997 Frontiers in Education Conference, IEEE, pp. 988±995 (1997).

5. M. D. Aldridge and L. D. Benefield, A model assessment plan, ASEE Prism, pp. 22±28
(1998).

6. J. R. Lohmann, EC 2000: The Georgia Tech Experience, J. Eng. Educ., pp. 305±310 (1999).
7. J. R. Phillips, Criteria 2000 visit Harvey Mudd College October 1997, Proc. 1998 ASEE Annual

Conference, (1998).
8. M. Rudko, Criteria 2000, a case study, Proc. 1998 ASEE Annual Conference, (1998).
9. J. McGourty, C. Sebastian, and W. Swart, Developing a comprehensive assessment program for

engineering education, J. Eng. Educ., pp. 355±361 (1998).
10. G. M. Rogers, and J. M. Williams, Asynchronous assessment: using electronic portfolios to assess

student outcomes, Proc. 1999 ASEE Annual Conference, (1999).
11. N. J. Mourtos, Portfolio assessment in aerodynamics, J. Eng. Educ., pp. 223±229 (1999).
12. B. M. Olds, The use of portfolios for outcomes assessment, Proc. 1997 Frontiers in Education

Conference, 1997, pp. 262±266 (1997).
13. S. M. Morgan, W. B. Cross, and M. P. Rossow, Innovative outcome portfolios for ABET

assessment, Proc. 2000 ASEE Annual Conference, (2000).
14. P. T. Terenzini, A. F. Cabrera and C. L. Colbeck, Assessing classroom activities and outcomes,

Proc. 1999 Frontiers in Education Conference, (1999).
15. T. M. Regan and J. A. Schmidt, Student learning outcomes: alumni, graduating seniors, and

incoming freshmen, Proc. 1999 Frontiers in Education Conference, (1999).
16. M. S. Trevisan, D. C. Davis, D. E. Calkins, and K. L. Gentili, Designing sound scoring criteria for

assessing student performance, J. Eng. Educ., pp. 79±85 (1999).
17. S. A. Napper and P. N. Hale, Using design projects for program assessment, J. Eng. Educ.,

pp. 169±172 (1999).
18. D. A. Pape and P. L. Eddy, Setup of a course level assessment for ABET 2000, Proc. 2000 ASEE

Annual Conference, (2000).
19. C. F. Yokomoto, C. Goodwin, and D. Williamson, Development of a school-wide assessment

planÐquestions answered and questions raised, Proc. 1998 Frontiers in Education Conference,
pp. 123±128 (1998).

20. S. Sarin, A plan for addressing ABET Criteria 2000 requirements, Proc. 1998 ASEE Annual
Conference, (1998).

21. M. S. Leonard, D. E. Beasley and K. E. Scales, Planning for curriculum renewal and accreditation
under ABET Engineering Criteria 2000, Proc. 1998 ASEE Annual Conference, (1998).

22. J. R. Lohmann, Designing, developing and implementing outcomes-based assessment programs to
respond to multiple external constituents, Proc. 1999 Frontiers in Education Conference, (1999).

23. S. Pugh, Total Design: Integrated Methods for Successful Product Engineering, Addison-Wesley,
Wokingham, England. (1991).

24. J. B. Revelle, J. W. Moran, and C. A. Cox , The QFD Handbook, John Wiley and Sons, Inc., New
York, (1997).

25. D. L. Thurston and A. Locascio, Decision theory for design economics, The Engineering
Economist, 40(1), pp. 41±71, (1994).

26. ABET, Criteria for Accrediting Programs in Engineering in the United States, Accreditation Board
for Engineering and Technology, Inc., Baltimore, Maryland (2000).

John K. Gershenson is an Associate Professor in the Mechanical EngineeringÐEngineering
Mechanics Department at Michigan Technological University. Previously he was an
Assistant Professor at Utah State University and the University of Alabama. His research
interests center on life-cycle engineering and decision making. Specifically, he has looked at
the interrelationship between design, manufacturing, and the environment.

Christine E. Hailey is an Associate Professor in the Mechanical and Aerospace Engineering
Department at Utah State University. Previously, she worked for almost ten years at
Sandia National Laboratories. She is an award-winning instructor, recognized for her
teaching skills at both the departmental and college level. Her research interests include
development and evaluation of multimedia learning materials and parachute technology.

J. Clair Batty is Trustee Professor and Head of the Mechanical and Aerospace Engineering
Department at Utah State University and senior research scientist at the Space Dynamics

Application of Value Engineering Techniques in Curriculum Development 149



Laboratory. He is an award-winning instructor, recognized for his teaching skills nationally
and internationally. His research interests lie in the general area of cryogenics and thermal
management systems for satellites.

Warren F. Phillips is a Professor in the Mechanical and Aerospace Engineering Department
at Utah State University. His current research interests are in the area of subsonic
aerodynamics and flight. He is particularly interested in airfoil design and modeling, the
effects of wing tip vortices on finite wing design, the development of aircraft design
software, and turbulence modeling in incompressible flow.

J. Gershenson et al.150


