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Assurance of equity in student outcomes includes ensuring that module results are comparable
within reasonable bounds. We present a procedure that first compares (and adjusts if necessary)
module variances. Then, student results are individually normalised to standard variates. A simple
sign test is used to identify modules with disproportionately good or poor results. Module results are
offset so as to adjust averages that do deviate. A detailed examination of an artificial data set shows
that the proposed very simple procedure yields results that agree with a sophisticated statistical

analysis.

INTRODUCTION

STUDENT EXPECTATIONS of fair and robust
grading schemes are mirrored by more general
community expectations: each group uses univer-
sity results for a variety of purposes. Employers
and admissions personnel at the student’s home
university and at other educational institutions
examine grades routinely. In countries like the
United Kingdom and Australia, engineering grad-
uates are ranked according to the class of honours
attained; this honours degree outcome can affect
a graduate’s career prospects for several years.
Results of examinations should, therefore, be
subject to processes to ensure fair and equitable
outcomes. Such outcomes are also necessary
because student assessment of their own perfor-
mance is often at odds with the assessment of
tutors and lecturers [1].

Not surprisingly then, at Ileast annually,
academics expend much time and effort in reach-
ing agreement on student grades. For example, a
scheme was developed for comparing consistency
of marking of undergraduate theses [2]. It is not at
all unusual for engineering academics to attend
lengthy meetings at which detailed discussions
occur regarding differences between the perfor-
mance of individual students in different subjects/
modules (we use ‘module’ to refer to a subject or
similar discrete component in a given year of a
degree programme), and in the overall perfor-
mance displayed in those modules. In particular,
summary statistics such as averages and standard
deviations (or variances) for various modules are
compared, discussed and, indeed, debated. Perhaps
module X has a very low average, whereas modules
Y and Z have averages 20% or more higher.
Explanations abound concerning the difficulty of
the material in X relative to Y and Z or, conversely,
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the lack of difficulty of Y and Z relative to X. Or,
perhaps X has been taught by a junior or other-
wise inexperienced academic [3, 4], there was an
unforeseen timetable clash, formative assessment
items were not returned in a timely fashion, the
examiners placed different emphasises on differ-
ent aspects of assessed work [5], or library/labora-
tory facilities were inadequate in the relevant
area. In addition, these discussions are exacer-
bated by the fact that usually students have a
good deal of choice in the range of modules
studied, in which case module X might have
been taken by a group of interested students,
while those taking Y and Z were highly moti-
vated. How can examination boards (the term
‘examination board’ refers to the committee with
formal responsibility for awarding student
grades) be assured that the excellent grades in Y
and Z are not simply a manifestation of generous
marking?

Another explanation for disparity in module
averages is that academics, being individuals, will
produce exams of varying difficulty, or will vary in
the results awarded in marking student work of
identical quality. Perhaps on sound pedagogical
grounds, a new teaching method was employed,
with unforeseen consequences.

Clearly, procedures to quantify whether differ-
ences between module outcomes are justified on
reasonable statistical grounds can provide very
useful timesaving guidance to assist examination
boards in identifying the need for grade-moderation
discussions. On the other hand, statistical measures
and comparisons can likewise help identify when
detailed discussions are not needed.

As mentioned already, given that student results
can have a major effect on the prospects of graduat-
ing students [6], it is important that consistent and
fair grades are given. More generally, quality assur-
ance procedures should be robust and ensure equity
in student outcomes. That is, although a brief
perusal of student/module results might not suggest
any obvious outcomes necessitating discussion, a
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mature quality assurance procedure would include a
standard set of quantitative checks to alert the
examination board to possibly biased or otherwise
unusual results. Quality assurance involves identi-
fying where moderation is justified, as well as where
it is not.

A perusal of the statistical and educational
assessment literature reveals various statistical
methods that could be applied to identify the
need grade moderation [7]. Unfortunately, the
level of statistical sophistication needed is likely
not readily available in many examination boards,
particularly given the time pressure under which
boards typically operate. Even with available
expertise, for many sophisticated procedures there
is frequently a substantial requirement for data
preparation and manipulation, checking and inter-
pretation. Statistical methodologies that cannot be
readily programmed within a spreadsheet are not
likely to be of widespread practical use. Fur-
thermore, interpretation of results from more
advanced procedures might rely on statistical train-
ing; individuals with such training would, likewise,
not generally be available for most examination
boards.

To make the process of arriving at final student
outcomes more concrete, we provide a conceptual
outline of the steps to be taken in Fig. 1. Grades
are collected and summarised, usually in a spread-
sheet, and summary statistics calculated. Our
purpose is to present a simple yet robust statistical
procedure for analysing results of a given cohort of
university students. It is envisaged that the proce-
dure would be applied to the results of all students
in a given year of an engineering degree program.
We proceed with this context in mind. The part of

Fig. 1 that will be the main focus of this paper is
the procedure to identify the need to adjust grades.
We present, in addition, a simple grade-adjustment
procedure.

STATISTICAL PROCEDURE

We wish to identify amongst a group of
modules, modules for which student results are
too high or too low. Following such identification,
it is expected that a grade adjustment procedure
would be implemented to adjust grades up or
down, as necessary to remove anomalies. Follow-
ing adjustment, the procedure would be re-applied
to ensure that equitable results were obtained.

Consider a cohort of students taking N modules.
Some degree programmes are based on pass-by-
year system, whereas others work on a pass-by-
module system. Either case is accommodated as we
are aiming to compare consistency of module
outcomes. It is, however, worth recalling that in
many circumstances the overall average grade is
important (say, for progression to the next
academic year, for determination of honours clas-
sifications or for allocation of academic prizes).
The overall grade will be the weighted sum of
several module results. As noted previously [8], it
‘is a common misconception that the nominal
weights correspond to the relative weights of the
variables in the composite’. Put another way, the
variance computed for a student’s overall average
(the composite) is weighted not according to the
assigned (nominal) weight of each module grade,
but according to the relative weight computed for
the variance of that sum. This effect is exacerbated
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Fig. 1. Flow chart of the grade moderation process.
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in circumstances where each module grade comes
from distributions with different variances. The
variability of each summed component should be
approximately equal to ensure that the variability
of the weighted average fairly reflects the weight-
ing assigned to each component module [9]. Even
where an average year grade is not computed, it is
still good practice to have approximately equal
variances in each module. In practical terms,
modules with variances that are too large (relative
to a given norm) simultaneously benefit some
students (with relatively higher grades) and dis-
advantage others (with relatively lower grades).
Conversely, modules with a relatively smaller
variance cluster all grades towards the mean.
Thus, students with relatively good performances
in the module are disadvantaged while those
who performed less well benefit. Below, we shall
use a simple check to ensure module variances are
comparable.

With this in mind, a possible next step in the
procedure is to compare averages of the individual
modules. Rather than compare averages directly,
in our procedure we adopt a student-centred
approach and look at overall student performance.
To do this, the procedure identifies outliers in each
student’s performance, and aggregates these for
each module. This procedure will be detailed
below.

In terms of comparing averages directly, we note
that student results in each module give the
averages X;, i=1, . . ., N. Each average is an
estimate of the population mean, y; assuming the
population consists of all students eligible to take
module i. Then, it is useful to test the hypothesis
Hy:py=py=. .. uy, in which case the one-way
ANOVA (analysis of variance) test would be
applied. Alternatively, one could check means in
a pairwise fashion using a variety of tests [10],
although this approach would engender consider-
able effort—a total of N(N — 1)/2 comparisons.

Elsewhere, it was concluded that an ANOVA was
the most reliable way to check comparability of
secondary subjects in national exams carried out
in the United Kingdom [11]. But, in order to have
confidence in the ANOVA results, several checks
would need to be undertaken. Since the standard
ANOVA relies on the assumption of equality of
variances (which is desirable in any case), the
estimated variances to be used in the ANOVA
should be checked statistically for equality. Like-
wise, the ANOVA procedure assumes that normally
distributed populations are being sampled; again, a
check should be carried out.

In a standard one-way ANOVA, the experimen-
tal subjects (in this case, students) should be drawn
as independent samples. Sample outcomes used
in the ANOVA should be uncorrelated. Since
the students being assessed generally take several
modules in a given academic year, it is highly
doubtful that the results in different modules
would be uncorrelated. The one-way repeated
measures ANOVA [12] is applicable for correlated

samples [13]. Non-parametric approaches are
available [14], however the implementation of
these is not straightforward and can involve data
manipulation such as ranking. As mentioned in the
introduction, given time constraints and perhaps
lack of significant statistical expertise, generally it
is not practically feasible to carry out these pro-
cedures and, in the case of parametric tests,
associated assumption checking. In that case, we
proceed to a simplified approach, described below.

In comparing student performance across many
modules, the key question we wish to answer is
whether the outcomes are comparable. This ques-
tion immediately focuses attention on the average
grade awarded in each module. However, even if
all modules have comparable averages, as already
mentioned a fair comparison would be based on
the condition that the results in each module
also exhibit comparable variability. To evaluate
comparability of module outcomes, we aim to
discern cases where a student’s grade in a given
module is markedly different from their year
average. Modules with a high proportion of
better-than-average or worse-than-average per-
formances are identified for grade moderation.
Details of an algorithm (Grade Adjustment Pro-
cedure, GAP) that achieves these steps is presented
in Fig. 2. The various steps in this figure are
discussed below.

GAP: details of steps undertaken in Fig. 2

For convenience, we assume all module grades
are given as percentages.

In Step 1, individual module variances are
checked for equality. There are several methods
for comparing variances [15]. A simple (although
parametric) procedure begins with calculation of
the average variance over all the modules. Then,
we compare individual module variances with the
average. That is, compute:

s 1R
§ :N;Si (1)

where N is the number of modules, s is the
estimated variance for module i and Eﬁ is the
average module variance. For each module, we
accept the hypothesis that o7 = &> at the 0.1

(0.05,0.01) significance level if:

@\/zni < 1.64(1.96,2.58) (2)
where 7, is the number of students taking module i.
The check in (2) is an approximation to the
appropriate x>-based statistic [13]:

(ni —1)s;
IT < Xi—l,n (3)

where « is the significance level. The tests in (2)
and (3) both assume that 5 is independent of s,
which is clearly not the case. However, it would be
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the case if the average in (1) were modified such
that it was computed without considering s;. We do
not follow this approach here since it adds another
small complication to the GAP, and has only a
small effect. With or without this modification,
the check in (2) is conceptually easy to apply and
might be more appropriate than (3) since normality
in the examination marks data set is not checked. If
(2) is not satisfied for any given module, then either
a more sophisticated test such as (3) should be
applied, or the module grades should be adjusted
(adjustments are discussed subsequently). On the
other hand, there could be grounds for leaving the
module results untouched and accepting that the
variance of grades in that module is larger or
smaller than in other modules.

In Step 2, the average and standard deviation is
computed for each student’s results. These are used
in Step 3 to compute, for each student, normalised
results. This step is simply to allow for easy
searching of each student’s (possibly) better-than-
expected and worse-than-expected results.

Next, in Step 4, the average and standard devia-
tion (or variance) of each module’s normalised

results are calculated. These statistics are not used
directly; rather they are computed to give an overall
view of the variability between the outcomes of
particular modules. For example, it highlights
which modules have high and low averages. The
variances of each module should cluster around
unity since variance compatibility has been checked
in Step 1. If module grades were adjusted subse-
quently, then the change in these summary statistics
would confirm the action taken.

The target standard deviation selected in Step 5
should be large enough to assist in detection of
outlier results. A typical choice would be select a
target of 1. If the module results were normally
distributed with mean 0 and standard deviation of
1, then there would be about 16% of the grades
above +target and below —target. The numbers of
results outside Ftarget are counted in Step 6.

In Step 7 the statistic 7" is used in the modified
sign test [16, 17], which tests whether 4 = B. By
carrying out this test, we are checking whether the
proportion of students who did well in the module
balances the proportion that did not. If a skewed
distribution was expected, then the test could be
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Fig. 2. Details of a Grade Adjustment Procedure (GAP) to identify modules where moderation of grades is warranted.
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Fig. 3. Various grade adjustments (x,,, is the original grade and x,,,, is the adjusted grade). No adjustment is given by the 1:1 line

(dashes). The solid line shows a nearly variance-preserving offset with small adjustments at the end of the range to remove the

possibility of outliers. The dotted line shows a combination of straight-line adjustments, with changes to both the module variance
and mean.

adjusted to account for this. The test does not rely
on distributional assumptions, although it is
assumed that the outcomes are independent,
which is a reasonable assumption for grades of
individual students. The test 7" > 2 is significant at
the 0.05 level, and the hypothesis is rejected. It is
significant at the 0.1 level for 7> 1.6.

At this juncture it is worth mentioning that some
modules might be expected to have better
outcomes than others. Typically, modules that
rely mainly on coursework material such as assign-
ments have outcomes that are much higher than
modules that are graded wholly on supervised
examinations [18]. The difference in each mode
of assessment can be estimated on current or
historical data. Our experience is that modules
relying on coursework for assessment have indivi-
dual student outcomes around 0.5 of a standard
deviation above supervised examinations. Assum-
ing that (on average) higher grades are acceptable
for such modules, this effect is easily included
in Step 7. For each module, the proportion of
the grade allocated to coursework material is
denoted as p. Then, in Step 7a, replace target by
target+0.5p and in Step 7b replace —target by
—target 4+ 0.5p. On the other hand, if the examina-
tion board deems it unacceptable that coursework
material should have higher average grades, the
test in Step 7 will identify clearly any such
modules.

Grade adjustment

Once a decision has been taken to adjust module
grades, the question of the amount of adjustment
naturally arises. This is a policy decision that
should be decided prior to taking action. Below,
we adopt the criterion that grades should be
adjusted minimally to achieve the goal of satisfying
the statistical test imposed.

There are two opportunities to adjust grades in
Fig. 2, at Steps 1 and 8. At Step 1, the goal is to
adjust the variance of a particular module (or
modules). If student grades in a module are
denoted as x, then a change in variance is achieved
using:

Xnew = A Xold - (4)

where a is the adjustment factor. Clearly, the
transformation in (4) will change the module
average by the factor «. This is not important
since below we discuss how the module grades
will be offset to adjust the average. Alternatively,
we can adjust the variance while maintaining the
calculated module average by altering (4) to:

Xnew = a Xold + (1 - a)yold- (5)

For both (4) and (5), the relationship between the
estimated variances (Var) is:

Var(xyew) = a Var(x,q)- (6)

Since the amount of the adjustment is known, an
approximate value for a is easily calculated to
satisfy the condition in (2). Note that (6) is not
exact in terms of computing « since the average
variance (3%) computed in (1), and used in (2), will
change when any module grades are adjusted.

The other place where adjustment is suggested is
in Step 8. At this stage, it is expected that only an
offset is needed, i.e., X0, = +X,¢ b. If more than
one module is identified as needing adjustment,
only the module with the largest 7" is adjusted by a
fixed, small amount (say 0.5%). Adjustment
continues until the imposed statistical test is
satisfied.

Following adjustment, the adjusted grades are
examined in case any lie outside the range 0—100%.
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Table 1. Synthesised data set of student results and modules: M denotes a set of module results and S denotes a set of student

results
Maodules
M M M+ My M= M, M+ My My Mg M My» Average Yariance
L1 24 6lZ bed 6kd B2T 338 Y B3 HLE O TRT  The  HHE VLl 153
N GHS 669 494 618 HME6 544 5T s 316 457 492 364 H.3 141
54 T3 683 6L5 661 575 &GRS BOA ) {8.9 376 G50 G2ZF B¢ 11
By b 1 nT2  BIT 655 B24 GRT BRA T 131 fai T46 G55 Al
Ss 142 Hxo BEd @ad HOO 842 W Hla s Ui Hla  FS e Y [
8k al.d 4l 174 {23 d4b 31 I P | L T I 1%l 208 Sk quil 127
Sq 94 473 8 dis 3T 20 20 dal 3H1 131 dbd ddb b T [
B TaE &4 T4 518 A6k Wil b dall 3HA il3  hET 4.4 221 b
- n 31 HE9 h2H 340 487 4H1 Hlb J0h  5HE 194 ATH  4hd 494 G5
E n 413 435 417 244 45K 55 499 534 545 S48 BET  TiE aiT 174
£ & 32.5 dEd 523 4HE  d4.] S dABA 46,4 4.8 J0ZE 44 116 LER =1
- n 723 HI9 761 84D HO3I THS BAS HET T1.Z2 HIS5 T9h B3 RIG K
n E2E  Gh 4.7 TIE OGBY B®LS 692 ™My 8.7 TI.1 98 G1.Z BT A bt
L E3d 997 73 B)F HEE BH4 HEIE AR HILE R0 HER THZE B4 [
Lo 723 H48 521 72 T2 15,3 427 50.7 4] 543 455 {7.5 492 =3
s E2D 739 M8 @655 635 570 5G] 538 5095 400 439 ZR3 570 a2
in B85 938 94, 715 738 AT B2 A 981 A&54 643 600 G0 0.4 183
fu 41,1 a4 470 498 600 535 53l G668 544 M6 04 26 47.1 b 5
ia T O4ET 149 A7 498 3BT 4564 4533 557 620 514 561 46 6
Sm E15 7v0  TER GRTS  BOoR F2O 0 BLT E9h 508 K73 EBEZ 6T A 736 77
Average BS2  h3d4d  BR2E  57TE  58E  S5HZ  HO% GBH 550 57 LT T
Varigaee 248 4 303 120 275 HI 311 23} 20 436 1%H 1an
If values outside this range are detected, then either APPLICATION

they are moved to the appropriate boundary or a
different correction is needed. In order to preserve
the variance, it is suggested that a modified offset
adjustment is used. An example is given in Fig. 3.
This figure shows a uniform offset over most the
range (in this case 5-95%), with small adjustments
made close to the boundaries (in practice only
one end, 0 or 100%, would need this limitation
imposed). Note, also, that the Step 1 variance
adjustment described by (6) might lead to an out-
of-range adjustment. It is perfectly acceptable to
let this situation continue until the completion of
Step 8, as the Step 8 adjustment would tend to
bring the outliers back into range. Alternatively,
the variance adjustment in Step 1 can be changed
to include an offset and scaling, as given by the
dotted line in Fig. 3. This type of adjustment might
in any case be more applicable to modules where
student grades are strongly skewed. Because the
1:1 mapping has been altered to 2 straight lines,
the variance of the transformed data will depend
on the location of the majority of the scores in
the adjusted module. For example, the dotted line
in Fig. 3 will tend to increase the overall variance
(relative to the initial module variance) if most
of the results lie to the right of the slope
discontinuity.

The procedure outlined above is demonstrated
on an artificial data set (Table 1). Two different
methods of analysis are used: (1) the GAP
described above and (2) an ANOVA-based analy-
sis. For (1), the approach taken was exactly as
described above. For (2), several steps were taken;
these were: (i) data were checked for normality, (ii)
variances were checked using equation (3) and (iii)
a one-way repeated-measures ANOVA was
performed.

The construction of the data set followed several
steps, with the aim of making the data distribution
somewhat non-normal, so as to emulate our
experience the type of data sets that are the
outcome of academic examination procedures in
engineering degree programmes, but not so non-
normal that use of the ANOVA was precluded.
All calculations were carried out in Microsoft
EXCEL.

Data were generated using the four steps:

1. A set of standard normal variates, z;;, i=1, . . .,
20; j=1, ..., 12; was generated.

2. These were transformed into correlated variates
(i.e., correlated in /’, but independent in ), ¢; ;,
using the formula[19]: ¢; 41 =rc¢;; + z,-J-(l—r2 I

>
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i=1,...,20;j=1,...,11; ¢;;=z;1. The 20
independent sequences of 12 correlated variates
were computed; these were used below to simu-
late grades for 20 students. A correlation coeffi-
cient, r, of 0.95, was used.

3. Another two (20 x 12) sets of random variates
were generated; these were uniformly distribu-
ted over (0,1). Call these Set u and Set v. Based
on the sequences generated in 2) above, syn-
thetic student grades were then -calculated
using:g,;j: Cl](ll + 201/{,]) + 56 + lOVl',j, i= 1, .
20, j=1,...,12.

4. Various entries were randomly removed.

One realisation of the sequence of steps (1- 3) used
in the subsequent analysis is given in Table 1.
There are 12 modules (M, . . ., M,,) taken by
20 students (Sy, . . ., S»). A cursory examination
of the module outcomes does not reveal any
markedly untoward results, particularly with
regard to the module averages. The module vari-
ances vary by a factor of 2 approximately
(compare Mg and Mjy). Although the GAP is
not reliant on normality of the underlying data,
normality is a requirement for application of the
ANOVA procedure. The module data shown in

goodness-of-fit test. Each module’s results satisfied
the test at the 0.1 significance level.

The simplified procedure described above was
carried out. In the analysis we took in all steps the
a=0.1 level of significance. The check in (2)
showed that no variance adjustments were
needed. This result was confirmed by applying
the x> test in (3). The largest statistic was
computed for My, with a value of 26.6. This is
less than the critical value of X%9,0.1 =27.2. Next,
Step 7 in Fig. 2 revealed that modules M, M, M3,
M, and My should be adjusted. The relevant T
values were within range when these modules were
offset by —2, —3.5, —2.5, 1.5 and 0.5%, respec-
tively. The modified set of grades is shown in
Table 2.

Clearly, the adjustments made between Table 1
and Table 2 are modest. We can examine these
changes in more detail by applying a one-way
repeated-measures ANOVA to the data in each
table. Results for Table 1 are given in Table 3,
while those for Table 2 are given in Table 4.

After this preliminary analysis, the full set of
grades in Table 1 was modified by randomly
removing results. This step was to obtain a set of
results that more closely replicates academic

Table 1 were checked for normality using the x? outcomes. The modified set of results and

Table 2. Grades from Table 1 after adjustment (M, M,, M3, M, and My modified, other results as in Table 1)

Mo uiles
Lol Lo L My M Average Varianee
8 T4 ol G4 G4 Hl.H L il
53 G649 B4 46.8 G303 321 50.4 128
5y T3 G4.8 a0.0 G7.6 494 .2 1111
S G| XN 50.2 67.4 59.8 ha.0 39
Ss Tl i a0 ah.Y ans HiG 4 [k
LT 443 45.6 45.1 40 A34 9.5 1 1
53 474 418 354 a8.0 a8.06 6.7 b
S T1R Gh.0 715 59.3 asg hl.A 175
" AT 3l b A0,% Ja.b alE 444 24
T Sin i 4.0 39,2 258 a6l a2 181
E 1 o5 5 40.8 0.1 454 44.1 4G
81 3 ThA 736 85.5 71.7 AL i
¥ bl ad b 6. oA [ s B, 5 iy
Bis El.4 Bt 2 g4.8 HI.T He.a Hi4 a
35 3 51.3 40.6 48.7 40.6 48.7 i
L B0 724 623 G7.0 504 ] 200
37 Bb.5 3 ai.h 194 aa4 T 124
S8 Il 464 4.6 a3 a4.4 & L] [0
S 367 45.2 36.6 28.7 6.2 4. 1 a3
S Bl.5 i T6.3 G9.0 fill. 3 731 6
Average 53.2 619 597 303 55.5

Yarianee 444 A44 Hi B s, paat]
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Table 3. One-way repeated-measures ANOVA results for grades in Table 1 (0.1 significance level):
notation for this and other ANOVA tables follows that of Jaccard and Becker [12]

Source of Varlation g5/ dfF M PR
[V 2452 11 223 19 1.
Error 20,593 IT6 117

AcToss Euhpnnls” hib, 328 19
Total 73374 206

"Sum of Sguares

‘Diegrees of Freedom

“Mean Square

‘Cabculated F siadisiic

“Critical F (T F = F . then accept that means are equal)
"Inrlcpu:-nllfru Warlakle Chere, modules)

nfTuesce of disturbanee variables

"Influence of individual differences across siadents

Table 4. One-way repeated-measures ANOVA results for grades in Table 2 (0.1 significance level)

Senree :r_,f Virrialion 5 d'_|' M5 F F,,;.-
I 1,0 I o (.8 1.6
Error P | B b 17k 1
Across Subjects 50,328 19
Toral F2.015 206

Table 5. New set of student grades generated by randomly removing entries from Table 1

Students

Modules
M, M. M, M, M, My My My My My My My Coent Average YVoriemee
5 724 612 G664 60O G627 5319 589 G603 Bl3 TRT Toh OBG| 12 648 153
ay GEY  GoY M4 577 Jls 457 334 | 1.1 213
54 T3 GRI 615 Gh 8.8 GG 489 376 G2 b 1.1 146
b 641 572 G617 658 G624 GBd 610 5623 Til 6OT Vi6| 11 #5.0 a2
85 732 054 BB2 B4 OO D42 805 ThA 9B1 BLS 10 8562 65
S L3 451 476 423 469 474 478 330 190 2009 10 40.3 143
ot 494 473 3vH 370 370 E0 32T 258 3R 411 262 4446 12 1.0 ik
b T8 G604 T40 S78 466 401 346 450 384 413 527 484 12 51.8 20
Ea 531 629 528 340 4R7 481 5146 3b6 45.4 464 1D 48.0 62
S 413 435 417 244 458 459 514 555 5099 GRT vid| 1 G0.6 141
an 525 48B4 523 466 44.1 460 464 449 302 448 4318| 11 456 36
Nz T3 BIY Thl 8B40 B3 769 BLS BRT T12 THE BGY| 11 M2 36
Sn G26 56 Tig RS G632 T49 617 T G698 L] 68 6 57
Su 834 997 973 BL? 826 BA4 Bl6 GOA a8 Th2 [H] % ] &l
S 723 548 SR 453 427 517 ] 543 465 475 10 a0.4 a1
1 220 759 G35 615 57.1 518 Al 459 3 0.1 203
3T HES SiH 9] a8 6.1 G620 5E1 554 Gilh3 ] 118 22T
S 41.1 504 4701 G 5345 5% 54.4 34 £ 18.5 &b
S arT 4ART 301 282 4098 d6.4 557 620 514 561 [H] 474 1ol
S 815 770 7EH GTH OG04 70 Bly GBS S04 G671 GH? GT4 12 734 17

Cowng 21 M 17 16 15 16 & 16 1T 165 16 15
Average 632 654 626 576 6T B0 ST SR 535 542 5T GLA
Yarlawce 248 204 349 386 310 338 Z5T 259 223 411 423 R
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summary statistics are shown in Table 5. All
students take two compulsory modules, M; and
M,, with the other modules taken by a portion of
the cohort. In addition, several students took all
available modules. The averages of the results in
the compulsory modules are higher than the other
modules. The averages of several other modules
have increased, relative to Table 1. Also relative to
Table 1, variances in Table 5 have changed
slightly, but overall there is little difference.

The procedure outlined above is implemented
again. Again, the variance check, (2), indicated
that no modules required adjustment. Similarly,
the x° test in (3) was satisfied for all modules. In
contrast to the data in Table 1, where M
produced the largest statistic, for Table 5 My,
produced the closest statistic (19.9) to the critical
x> value (22.3). Again, the T statistic was not
satisfied for modules M, M, M3, My and Mo.
Also, it was not satisfied for Mg. The T -test was
satisfied by adjusting each module grade as
follows: M, and M, by —1.5%_ M3 by —2%, M,
by 3%, Mg by 0.5% and My by 1.5%. The modified
grades are shown in Table 6.

The results in Table 5 and Table 6 were subjected
to a one-way repeated-measures ANOVA. Unlike
the previous case, where the entire grade matrix was

filled, the one-way repeated-measures ANOVA
cannot be applied where the matrix has missing
entries, as is the case in Table 5 and Table 6. Thus,
the missing data has to be replaced in order to
carry out the analysis. Here, since we have the
missing data (Table 1), we could simply replace it.
However, in practice the data would not be known
so a fair comparison of the approach presented
and the results of the one-way repeated-measures
ANOVA should entail replacing the missing data
following a standard approach, before the
ANOVA is performed.

Kirk [20] recommends replacing the data such
that the error sum-of-squares is minimised (while
maintaining the module averages). For the data
matrix shown in Table 5, the minimisation was
performed, with results as given in Table 7. Simi-
larly, the missing data from Table 6 were replaced,
with results as given in Table 8. The one-way
repeated-measures ANOVA was applied, in turn,
to the grades in Table 7 and Table 8. In the
ANOVA, degrees of freedom were reduced to
account for the replaced data. This test is sensitive
to departures of circularity [20]. Where circularity
is in doubt, an approximate F statistic should be
used, with (further) reduced degrees of freedom.
Because missing grades were added, we used an

Table 6. Results from Table 5 after modification due to application of the GAP; modules not included have not been altered

Mosdules
Lt h T M L Mg My Average  Variance
5 T0.8 Ba.7 4.4 G3.9 f4.4 B2 8 Tl | At
54 G7.4 G54 131 51.3 147
54 1.8 G668 50.5 69.1 504 fl.4 134
51 626 557 59.7 8.9 fil.5 6.8 f5.2 I
55 LY a4.1 AG.2 B4 H1.00 B1.3 Hii. 5 b
Se 45.8 476 456 45.3 48.3 H3 4.5 135
54 47.8 45.8 35.9 0.5 26.3 9.6 7.2 G0
A T74.3 G7.0 120 TS 45.5 4.9 el |} 184
" g alb Gl alls ar.l 4011 44.1 4a
_E S 9.8 420 0.7 274 53.9 57.0 50,7 EE!
= g0 510 46.0 50.3 516 46.9 46.4 45.8 H
- Sz TR ald 74,1 a7.0 a2 727 LG 42
S S adh TR a4 b i | ]
3 g21.h a2 5.3 8432 703 H47 b7
i TO.E 53.3 50.1 2.2 11.6 5.3 7l
LT a0.5 744 68.5 .3 G5 1493
1T aill 923 &l 34, 6 LY Ia. | 94
Sin 306 485 45.1 35.9 49.3 13
L 6.2 7.2 ar.i 31.2 57.2 47.5 [ (]
S Azl 755 76.8 0.5 7010 1.3 736 fii
Averayge G3.7 G3.0 f0.G 606G 58.8 5.0

Yarianee b, Pl 2 L

AEh Aa4 A83
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Table 7. Grades from Table 5 after filling in missing data (bold face indicates filled-in data)

Muodules
M, M M My M M, M, My Ml My My Ma
3 24 612 6h4 G609 G627 539 5849 B3 BlLE  TAT  TGE 986
b} G289 669 557 554 605 344 1.7 BAT 16 457 524 154
3% 9.3 il [ Eiki. 1 HALE EH.H = e E7.H 45,49 bk B1.5 [Pl
3 4.1 a7.2 G1.Y G5O G24  TIE  GH4 g1.0 583 Til 64,7 744
. 154 Yah i1, End Sl 4.2 T3 R 4.8 bl Bl B3
¥ 5. 40 476 423 482 469 474 47.8 33D 1an 205 423
37 194 .3 art ara aidl 211 vy &ak LN 44, [ &6 1d.h
ir TaB 684 740 578 466 401 e R 5.0 184 413 BT 44
@2 =11 24l 024 ads A1 48.7 4H.1 516 b 82 134 A6l bl
| S0 41.3 435 41.7 244 458 541 439 534 555 BA9 687 138
-g <111 G245 . a4 AH.b 44.1 54.2 AH.L d6.4 44.49 MLE LR 144
= Sz T3 3159 Th. 1 B4.0 B3 Th.9 BO.5 BT T1.2 B33 79,6 o[k
S G286 5.1 721 738 768 305 GO2 e BT 711 BaE 710
LT "i4g 987 a7.3 =2 B2A EH 4 BA6 FELE 713 Bh.5 RiAE 6.
S5 123 548 521 533  AB4 453 427 R1.7 4.1 M3 455 7.5
g B2 3.9 H, 1 B35 [ ar.l 44,1 3.8 4900 4011 45,9 9.0
Sy H85 934 anl 724 CL T | G2.0 8.1 B54 M9 6dA 603
L 1T i1.1 500.4 471 48.5 IR b 231 a2 4.4 2.0 iy 48.8
Sia wT 487 0.1 282 498 565 464 33D LAY G20 514 A6, |
a3 Hih TTA TH.8 G615 21X Tedl Bl.7 B9 34,8 T Ba.E L
Average 65,2 3.4 622 =T A 542 Y6 6B 35,00 57.1 7.0 57 4
Yarance 2448 2H1 S Fé1 £ad | 2atl 211 d2E ik Aall Al

existing approach [20, Table 6.4-2] to compute
the reduced degrees of freedom factor 6. Results
making use of this factor in the one-way repeated-
measures ANOVA test of the grades in Table 7
and Table 8 are shown in Table 9 and Table 10,
respectively.

DISCUSSION

We consider first the analysis of the full set of
results, as given in Table 1. The GAP outlined in
Fig. 2 identified that no module variances were in
need of adjustment. This was confirmed by the test
based on the y? distribution. If the x? test is
available, as it is in Microsoft EXCEL, the simpli-
fied test in (2) could be replaced by (3). However,
strictly speaking the data should be checked for
normality before applying the test. Our experience
is that the test in (2) yields results that are
acceptable. This discussion also applies to the
variance adjustment check carried out on the
modified data in Table 5, so the variance adjust-
ment procedure is not mentioned further.

Application of the T statistic test in the GAP
indicated the need to offset several sets of module
grades. We note that the average before adjust-
ment was 59.3, after adjustment it was 58.8. All the
adjustments were in the direction of the average.

Two changes are worthy of note as they bring out
features of the GAP.

First, the average for M, increased from 57.8 to
59.3, i.e., above the final average. The process of
adjustment involved changing module grades in
increments of 0.5%, re-evaluating 7T for each
module, with the sequence of adjustments based
on the largest 7. This stepwise adjustment proce-
dure is simple, but yields adjusted grades that are
not unique in the sense that other combinations of
changes are feasible. For example, the average of
M in Table 5 could be adjusted back to its original
(starting) value and still satisfy the T statistic test.
In our applications of the GAP, an overarching
principle is to change grades as little as possible, so
in practice the result for M, would stay at its
original value. Because the GAP yields results
that are (possibly) non-unique, after adjusting
grades it is recommended that module offsets be
perturbed in the direction of the original average to
check whether a smaller offset would suffice.

The second feature exhibited by the results in
Table 5 is that the averages of M; and M, are
further away from the overall average than that of
M3, yet the average of the latter was adjusted
downwards by 2.5%, which is nearly as much as
the adjustments to the former (downward adjust-
ments of 2% and 3.5%, respectively). This can
occur since the GAP is not directly concerned
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Table 8. Grades from Table 6 after filling in missing data (bold face indicates filled-in data)

Modubes
M [ P M5 My M M [ B Mgy My Mg My M-

51 7.9 hay od4 634 62.7 538 L LR Ha4 T8.7 7.6 Hb

ug .4 had asv asd 5 a4 H T HL Eh | B azd dad

42 T.E G .& 585 4.1 69,6 (i, 8 .5 8.3 504 3706 G1.5 GZ.2

LE] kb 557 50.7 (1. ]| b4 T35 k.4 fil.h &lA 731 6.7 4.6

e T1.7 .1 862 BH.4 Sk o4z T1.3 B0k 813 qH.1 BLS B6.3

85 498 476 4546 453 4BZ 469 474 483 345 180 29 423

-1 47.9 158 328 WS KT £ BT 6.3 il L 131 262 14 6

Ha ™43 675 F2O0 G60A 466 400 MG 455 359 413 5T 484

4 ¥l.b .4 V] i1 447 45.1 ¥l.b {IN| a7 45.4 46,0 464

% ) ke 42D 3%7 274 458 584 495 A% 570 B8 GRT  TiE
E i al.l 6.t al ala 1.1 1 15.1 b ihod alhe 1.6 3.8
S T8 HOA 741 B0 k3 768 BEA5 AT V&7 633 THG  BGH
Hi3 B1.1 B 0.1 T6.8 T6.8 2.5 B9.2 154 nid 71.1 St 710
LT El.5 08,2 953 531z RBiA B84 3.6 703 74.8 hiE,5 6.8 6.2
¥is 708 H33 501 563 5B4 453 427 h22 0 416 543 455 475
S HI.5 T4 381 G5 [ a1l 4d.1 5.3 0.4 L) 15.9 il
57 EBro W23 881 T7s4 VAR G0 B2D  ABE 56O 548 G694 G0
Bia Mk a0 15.1 325 Bk 215 RN R | 254 320 4 IHH
S Wz o472 Inl 32 448 &5 464 M4 572 620 514 5&l
S .1 5.5 b L3 R P2l .7 SR 6l Gy GH. biA
Average B3.7 b3l GlLE LG [T bikH b T hEA 2k [ ara .5
Virmwice 248 204 301 321 254 279 250 21 2k I3 350 ang

with adjusting module averages. Rather, because it
is student-centred the GAP is aimed at altering
imbalances in overall student performance, where
the latter is calculated on an individual basis. It is
the aggregate of the better-than-expected and
worse-than-expected individual performances in
each module that is checked in applying the T
statistic. Clearly, adjusting the average of a module
will adjust this aggregate, which is why module
results are offset. Indeed, it is the ability of the T’
statistic to uncover overall aggregate performance
that makes it a useful tool in identifying modules
for which very high or very low averages are
acceptable. In this context, simple examination of
averages alone, in the absence of aggregate perfor-
mance, would not be a suitable way of identifying
acceptably high or low averages. In the case of M3,
it could be argued that since all the students took
that module, there should be less adjustment to it
and more to M; and M,. However, that assertion
relies on the notion that student performance in
each module should be somehow identical. Our
starting point is that student performance in indi-
vidual modules should not be identical; rather, that
it should be expected to vary within reasonable
limits.

Because the data in Table 1 satisfy the normality
assumption, we can apply the one-way repeated-
measures ANOVA to test the hypothesis of equality

of module means. The results in Table 3 give the F
statistic of 1.9 that exceeds the critical F value,
F,.;, of 1.6. That is, the ANOVA outcome is that
we would reject the hypothesis of equality of
module means in Table 1, in agreement with the
GAP

Next, the one-way repeated-measures ANOVA
was used to check equality of means for the
adjusted grades in Table 2, with results presented
in Table 4. In this case, the outcome is that the null
hypothesis is not rejected, and so module means
can be accepted as being equal. This outcome
confirms that the GAP adjustment is reasonable,
and that it has achieved its aim of moderating the
module outcomes such that they are comparable.

For a slightly more realistic examination of the
GAP, grades were randomly removed from Table 1
to create the data set in Table 5. Application of the
GAP yielded several adjusted modules (Table 6).
Before the one-way repeated-measures ANOVA
could be applied, however, the missing data were
replaced such that the Error Sum-of-Squares was
minimised. The filled-in grades corresponding to
Table 5 and Table 6 are presented in Table 7 and
Table 8, respectively. This step was taken to allow
a more realistic test of the GAP than simply filling
in the missing grades with the original data.
Following Kirk [20], the value of F,,;, was modified
using the correction of Box [21, 22]. Keppel [23]
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Table 9. One-way repeated-measures ANOVA results for grades in Table 7 (o« =0.1 significance level)

Seruree af Variadion k] i | o b [ ¥
I 3,404 i 310 2.8 I.G
Ermor 19, 14 171 L1 Addjusted F 2.2
Across Subjects 45,402 19 g " =0.34)
['otal GT 416 2]

' Adjustment factor used to obtain the adjusted F

recommends using this correction where there is
any doubt regarding the underlying assumptions
for the one-way repeated-measures ANOVA.
Because the repeated-measures ANOVA relies on
in-filling of the data, it was concluded that the F..,,;
modification was necessary.

In Table 9 we present the ANOVA analysis of
the data in Table 7. The calculated F statistic (2.8)
is well above the adjusted F,,; (2.2), in which case
the hypothesis of equal module means is rejected.
This conclusion was also reached by the GAP.
Next, the ANOVA analysis was repeated on the
GAP-adjusted data presented in Table 8, with
results given in Table 10. In this case, the F statistic
(1.8) is less than the adjusted F...;, and so we do not
reject the hypothesis of equality of module means.
Again, this is the outcome that was desired as a
result of applying the GAP.

In practical terms, we have found that the
variance adjustment in the GAP is often necessary,
unlike the synthetic cases examined here. Within
EXCEL, the variance adjustment can be set up and
solved as an optimisation problem (using Solver in
EXCEL). We have found it convenient to use a
penalty function approach [24] to ensure minimal
grade adjustment while satisfying (2) for each
module. On the other hand, EXCEL’s Solver is
less useful for satisfying the 7" statistic test, as this
test is not in the form of a continuous function.
However, ‘manual’ adjustments as described above
can be carried out very rapidly.

We now turn to discussing overall features of the
GAP:

® The GAP process is designed to bring module
results to within a pre-determined range. This
range is controlled by the significance level used,
with a smaller significance leading to a broader
allowable range.

During the GAP iterations, it can occur that
modules are identified for moderation that were

not identified previously. This merely indicates
that that module is near the limits of the allow-
able range.

® We have suggested that, at completion of the
GAP, the module offsets are adjusted back
towards zero in order to check sensitivity.

e If, after adjustment, the examination board
decides that overall results are too high or too
low, albeit within the allowable range, then all
results can be adjusted up or down simply by
offsetting each grade uniformly.

® The variance adjustment procedure is very
simple, but may not be applicable to modules
with strongly skewed distributions. For such
distributions, there are grounds for applying
the ‘scaling and offset’ adjustment shown in
Fig. 3.

® Properly applied, this type of adjustment will
reduce the skew of the module grade distribu-
tion, while simultaneously increasing or decreas-
ing the overall variance of the module grades. It
should be remembered, however, that in using
this type of adjustment scheme, the effect on the
module average should be ignored; rather the
focus should be wholly on the module variance.
The module average will be accounted for sub-
sequently in Step 8 of the GAP.

CONCLUSIONS

Our aim was to present and evaluate a simple,
easily applied grade-adjustment procedure (GAP)
to help analyze and moderate grades in engineering
degree programs. The GAP is guided by the desire
to permit different performances and academic
assessments to stand, i.e., we recognise that it is
not desirable to simply scale results so that a pre-
defined distribution is obtained for all modules.
Rather, while recognising that differences between

Table 10. One-way repeated-measures ANOVA results for grades in Table 8 (a«=0.1 significance level)

Sonerce of Voo h if M F P-valice I i

1 22449 11 204 1.4 0.1 L&

Error 19, 1049 171 112 Adjusted F L2
Across Subjects 45,402 19 (g =0.34)

[eutal G, hll 201
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modules are expected, we wanted to constrain
variability between results of different modules.
This approach permits different performances
and academic assessments to stand, while main-
taining equity and fairness across all module
outcomes.

Clearly, the approach taken in the GAP will
produce sets of module results that are internally
consistent. The question of normative scaling then
naturally arises in the following form: How do we
accommodate external norms that should be
applied to the results of a given cohort? Again,
we reiterate that scaling all grades to a single
normed distribution would assume that all teach-
ing is identical, student opportunities and cir-
cumstances are not markedly different and that
teaching quality is invariant with time. The system
described here aims to allow all these (and other)
variables to operate while identifying and adjust-
ing results modules that appear statistically to
be outliers relative to overall performance of the

D. A. Berry et al.

cohort. Thus, scaling to a norm is possible simply
by using the norm variance (actually, standard
deviation) in the test of variances, see (2). If the
norm distribution were symmetric, then applica-
tion of the T statistic in the GAP would proceed as
given. Otherwise, it would be adjusted (specifically,
either 4 or B) to account for the asymmetry of the
norm.

The GAP has been shown to be consistent with a
more sophisticated ANOVA approach in the
detailed analysis of an artificial data set. While
we recognise that the data set used is possibly more
‘well behaved’ than real student outcomes, the
artificial set was used as it was mildly non-
normal, and could be reasonably tested in an
ANOVA for comparison with the GAP. We have
used the GAP and variants of it over the past few
years and find that it produces outcomes are
acceptable to our academic colleagues in that the
moderated grades obtained are agreed as repre-
senting fair and justifiable outcomes for students.
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