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This paper begins with a description on the state of the art of robotics education in Spain. We then
present our virtual environment and remote laboratory, whose principal component is RoboLab, a
system that allows the student to interact with simulated and real robots through the Internet.
Afterwards, we describe the main aspects of our Robotics courses at the University of Alicante, as
well as the practical exercises carried out by students using the virtual laboratory. We then present
an analysis of our experience of using the virtual and remote laboratory and give our conclusions, in
which we analyze the advantages and disadvantages of using our virtual environment and remote
laboratory to teach Robotics.
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INTRODUCTION

THE TEACHING of practical courses in Robotics
requires traditionally expensive equipment such as
robots and their controllers, and often this equip-
ment is inadequate for simultaneous use by many
students [1]. Moreover, this equipment is vulner-
able to damage if improperly used. Another prob-
lem with having to use a laboratory with the
appropriate equipment to carry out the practicals
is that students need to use these laboratories
according to some strict schedules [2, 3].

Nowadays, new technologies such as the Internet,
tele-operation of systems and virtual reality,
allow students to carry out practical exercises
remotely (e.g. from home), so avoiding this problem,
by using virtual laboratories [4±8]. Other advantages
of theseremotesystemsare that theycanoffergroup-
working and self-evaluation mechanisms [9, 10].
However, it is also important to evaluate aspects
such as the acceptability of such laboratories by the
students, the effect they have on teaching, the acces-
sibility to the new technologies in the local social
environment, and the disadvantages as compared
with traditional teaching methods [11, 12].

ROBOTICS EDUCATION IN SPAIN

At present, Spanish universities can establish
their own academic curriculums and offer two

different types of degrees: an Official Degree,
which is valid throughout the country, or a
degree that is specific to the university.

Official Degrees are approved by the Govern-
ment following the proposal of the Council of
Universities. The Government also establishes the
general guidelines for these degrees in the same
way. These guidelines define the minimum homo-
geneous content, or `Basic Subjects', that the plan
of studies for each degree must have. Each univer-
sity can decide and approve its own plan of studies
according to its criteria and the necessities of its
social environment. In addition to the `Basic
Subjects', these plans of studies also include
`Compulsory' subjects, `Optional' subjects and
`Extra-curricula Activities'. The `Compulsory
subjects' are proposed by each university with the
aim of specializing its study plans. On the other
hand, students can choose different optional
courses, corresponding to `Optional Subjects' and
`Extra-curricula Activities'.

Furthermore, the Spanish university educational
system can be divided into two different phases: the
`long' or `advance cycle', and the `short' or `techni-
cal cycle'. In technological studies, degrees are
administered in centers called Technical or Univer-
sity Schools. Students study for degrees that contain
subjects related to Robotics at these centers.

More specifically, the only official Spanish
University degree that has any basic subjects
related to Robotics is the `Automatics and Indus-
trial Electronics Engineering Degree.' The only
course that includes any basic Robotics subject is* Accepted 28 February 2006.
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`Control and Programming of Robots,' whose
basic contents, defined by the Government, are
the following: Modeling, Control and Program-
ming of Robots, Task Planning, and Interaction
with the Environment. This basic subject must be
developed and taught within a minimum time of 60
hours. There are other degrees in the Spanish
University, however, for which the student may
study subjects related to Robotics, although this is
entirely optional. Thus, in the majority of Spanish
universities in which Industrial or Computers
Science Engineering degrees are offered, there is
at least one optional course in which the general
aspects of Robotics are studied, such as Control,
Programming, Mechanics, Sensors or Navigation.

THE VIRTUAL LABORATORY

The virtual and remote laboratory used for the
teaching of Robotics comprises two tools, which
have been developed completely by the authors of
the paper thanks to the financial support of the
national and regional governments and economic
aids of the University of Alicante [12, 13]. These
tools are called RoboLab and Visual, and can be
accessed from http://disclab.ua.es/robolab/
labvir.htm.

RoboLab
RoboLab is the main tool of our virtual labora-

tory. It is a system that allows the students to work
with a simulation of an industrial robot and carry
out operations with a real robot through tele-

operation; it is described in more detail in [3].
The only facilities that the student requires are a
computer that is connected to the Internet, a Web
client program and the necessary software compo-
nents, as the Java runtime libraries [14]. With these
the student can access a Webpage with a Java
applet that affords access to the functions offered
by RoboLab.

Figure 1 shows set up of the whole system. With
regard to the laboratory equipment, the only hard-
ware that require any considerable investment are
the robots together with their controllers. At pres-
ent, we are using two robots, a Scorbot ER-IX
(Intelitek) with 5 DOF and a gripper, and a PA-10
(Mitsubishi) with 7 DOF plus a tool, although the
system is able to manage other robots. Both robots
can be simulated and tele-operated, but the first
one is usually used for the practical exercises.

The remaining pieces are commercial items that
are readily available on the market. The `main
server' is a PC that provides the Web services
from the Internet, and supplies the Java applet
with the user interface as well as the self-evaluation
questionnaires. It also manages the user authenti-
cation and his account. A `tele-operation server' is
basically a program that runs on another PC
within the private network. It validates the
commands to the robot received from a user's
computer, translates them to the appropriate
language and sends them to the robot's controller.
It also obtains information about its current state
to allow an on-line feedback. In addition, there is a
`video server' that gives the option of a video
stream feed-back for remote operation.

Fig. 1. Hardware architecture of RoboLab 2.
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Using RoboLab
The user interface is a Java client applet that can

be downloaded by the student from the `main
server' and provides a virtual reality simulation
with the three-dimensional representation of the
robot-setting and its workspace (Fig. 2, left). In the
first version of RoboLab, the simulation is based
on VRML (Virtual Reality Modeling Language)
[15]. To facilitate the software installation, avoid
software incompatibility problems and offer the
students a simpler interface, another version
(RoboLab 2), which carries out the simulation
thanks to Java 3D library from Sun has been
developed (Fig. 2, right) [16]. This latest version
has many other interesting features, such as those
described later in the next section.

The client applet displays a more realistic simu-
lation than the majority of the proposed Java-
based systems for simulating robots [17, 18], and
the simulated robots can be very similar to the real
robots. It also offers a user interface that is very
user-friendly for students who are beginners in
Robotics.

The range of use of Java-based tele-operation
applications is extensive thanks to the portability
of this language. Many of the applications for
Robotics are for simulating or tele-operating
educational equipment [9, 10, 19] or simple
robots [17, 20, 21, 25]. In the field of industrial
robot arms there are fewer applications [8, 22, 23],
and, in general, they are designed for specific
robots. Moreover, very few of them are based on
an open architecture, which offers the required
flexibility to change the robot that is being used
or to add new robots without modifying either the
user-interface or the architecture of the system [7,
24]. With regard to the simulation, there are not
many Java-based applications for industrial robots
that offer a realistic virtual environment, and the
majority represents only wired-models or simpli-
fied structures.

The main feature of our system, in contrast to
the others, is that it offers the flexibility of mana-

ging different robots or including new robot
models and equipment, as well as other kinds of
passive objects in the workspace, without changes
in the user-interface and the system's architecture.
The developed system also has other interesting
features, such as a feedback to the user based on
updating a graphic simulation while the robot is
moving, the use of high-level communication
protocols, and the modeling and virtual represen-
tation of the robots, passive objects and scenarios
based on Java 3D. This system displays a more
realistic simulation than the majority of the
proposed Java-based systems for simulating
robots, and the simulated robot can be very similar
to a real robot. It also offers a user interface that is
very user-friendly for operators who are not
specialists in Robotics. This is an advantage of
our system over that of Matlab robot modeling
tools, which require more knowledge of the system
to perform the simulation.

First the student performs the exercises on the
simulated virtual environment and then, after
checking that the results are correct, they can
execute them in the real system by means of the
tele-operation option. Thanks to the simulation,
the students are able to practice and carry out
correct movement sequences. Once a correct simu-
lation has been effected, the student can request
the `main server' to remotely execute the move-
ment sequences with the real robot. Although the
user interface is always available for executing
simulations in the virtual environment, the student
must identify himself as a user authorized to use
the tele-operation capabilities. The `main server'
also manages the access of several users to the
robots, guaranteeing their orderly access.

To verify the movement of the real robot, the
client applet has different feedback options, two of
which are outstanding. The first one is a
compressed video stream, generated by the `video
server' and sent to the student's computer while the
robot is executing the movement sequence. This is
the usual method of feeding back to the human

Fig. 2. The two versions of the applet with the RoboLab user interface.
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operator used in remote operation systems [25, 26].
The second is that the simulation in the student's
computer is updated with information about the
current state of the real robot's joints received
online from a `tele-operation server' [27]. This
novel option allows a fluid tele-operation with a
lower bandwidth requirement than the first one.

Software architecture of RoboLab
The main blocks of the system's software modules
are shown in Fig. 3. There are three main blocks:
the client applet with the user interface; the main
server, and the `tele-operation server'. In reality, it
can be more than one client applet, and one or
more tele-operation server can be running on one
or more PC in the laboratory.

The most important feature of the latest version
of RoboLab, in contrast to others systems, is the
flexibility for users to define new robot models and
include them in the client-applet and the tele-
operation server. In this way, new robots can be
incorporated into the laboratory equipment to be
tele-operated, without changes in the user-interface
and the system's architecture. To model a robot,
we have created, from the Java 3D API, a library
with a set of different Java classes [16, 28]. These
classes allow us to define the structure, the graphi-
cal representation and the kinematics model of the
desired robot, as well as other parameters [24]. At
present, this library does not take into account the
robot's dynamic model. Apart from the robots, it
is also possible to define models for scenarios and
passive objects in the robot's workspace.

The simulation engine, which is based on our
library of Java-3D classes for modeling robots, not
only is used in the client applet, but also in the tele-
operation servers (see Fig. 3). In this case, the
scenarios and objects represent the real robot's
workspace so that any possible collisions can be
correctly detected. This guarantees a good use of
the real system and increases it useful life-span,
because only if the simulation is correctly done, are
the commands translated to the robot language
and sent to the robot's controller.

Other important improvement is that the com-
munication between a client-applet and the main
server is based on the protocol HTTP of TCP/IP

architecture. Although this is a very high-level
protocol, it allows the communication indepen-
dently of the networks and firewalls to be crossed.

Improving the user interface of RoboLab with a
joystick

Among the many devices that can be used as a
user interface for controlling the remote robot arm
in Tele-robotics, the force-feedback joystick is the
most commonly employed, not only because it is a
very intuitive way of specifying the movements
that are to be carried out, but also because it
transfers the robot arm's sense of touch to the
human operator's arm. However, force-feedback
joysticks that are made specifically for Robotics
are very sophisticated and costly devices.

Taking this into consideration, we have
improved the applet for the RoboLab user-inter-
face by giving it the capability of using a commer-
cial joystick designed for computer games, in
addition to the typical keyboard or mouse devices.
Commercial joysticks for computer games are
inexpensive and many models even have simple
features for force feedback. However, it should be
remembered that many commercial joysticks for
games are designed for specific operating systems
and their programming requires specific APIs
(Applications Programming Interfaces). In
contrast, our RoboLab features the portability of
applications created with Java. Thus, it is not
difficult to include generic joystick capabilities in
a Java application, as will be shown here.

The software architecture that we have employed
in order to be able to use a joystick with RoboLab is
shown in Fig. 4. This architecture, and the software
libraries developed, can also be used with other
Java applications apart from RoboLab. We have
chosen the Microsoft Sidewinder joystick because it
is an economical extended model. To access the
joystick's functions, we use the M.S. DirectX
libraries. DirectX makes the use of the joystick,
with any game device, transparent to higher soft-
ware levels in an M.S. Windows platform, facilitat-
ing the programming and the compatibility of the
applications for many different game devices.

The problem arises when a Java application has
to use DirectX functions, since Java cannot access

Fig. 3. Functional structure of RoboLab 2.
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this library directly. To solve this problem, a
`bridge' is required between DirectX and the Java
package that manages the interaction between the
joystick and the application. We have developed a
bridge based on a DLL (Dynamic Link Library)
for Windows, which is written in the C language.

The Java package that controls the joystick and
interacts with the application in a transparent and
O.S.-independent way runs over the DLL. This
package has to be included as a thread in the
application, (i.e., the client applet of RoboLab in
our case). The communication between this pack-
age and the C-implemented DLL is made through
the JNI (Java Native Interface) specification [14].

The Java joystick package has three basic func-
tions. First, it accesses the joystick, to get basic
information (i.e., the number of axes and buttons,
the model, the force-feedback capabilities, etc.),
and to initiate the joystick. Second, it reads the
state of the axis and the buttons of the joystick,
pre-processes the data obtained and stores it in
local structures. Finally, it informs the applica-
tion's modules when the state of the joystick
changes by means of events.

With the software architecture described above,
a commercial games joystick can be used with
RoboLab to move the simulated robot easily and
directly. Moreover, if a force-feedback joystick is
used, RoboLab can transmit the contacts or colli-
sions of the robot-arm with its environment to the
user, through a sensation of resistance, through the
joystick.

RoboLab can use two different sources of infor-
mation to identify a collision. One is the simulation
engine in the client applet, which detects the
collision of the robot-arm with either objects that
are within the virtual environment or with itself.
Furthermore, a force sensor can be incorporated
into the robot's end tool to obtain the real haptic
information, while manipulating objects, and
transmit it to the user interface through the Inter-
net. The client applet evaluates and combines the
data from the two sources and controls the

joystick's movements. For the second case, a new
software module is required in the `main server' of
the RoboLab architecture (see Fig. 1) in order to
obtain, process and send the information from the
robot's force sensor through the Internet.

The second method only works when RoboLab
is used to tele-operate the robot on-line, in contrast
to the command line-option. It should be pointed
out that this method only works well when the
network delays between the client applet and the
`Web server' are minimal. This can be achieved
when the user's computer is connected to the same
LAN (Local Area Network) as the `main server'.
In other cases, however, the network delays can
make the tele-operating unstable, due to the delay
between the user's action and its perception [29].

Projects under development
As already described in the previous sections,

our new version of RoboLab can incorporate
scenarios and passive objects in the simulation in
run-time. It also offers simulation and tele-operat-
ing for several robots rather than for one in
particular. Currently, in simulation or tele-opera-
tion from a client applet, only one robot can be
operated at a time, and objects to be incorporated
in the simulation are virtual models previously
created and stored in the `main server'. We there-
fore continue developing the system, to exploit the
capabilities of RoboLab better and to overcome
the cited limitations, as we now describe.

On the one hand, we are working on the updat-
ing of the positioning of passive objects by the
client applet, with real information from the work-
space in the laboratory, so that the user can
command the robot to manipulate and interact
with objects. To achieve this, the first stage is the
three-dimensional recognition of basic objects in
the workspace by relating them to basic three-
dimensional models stored in a database (for
example, a polyhedron or sphere). The informa-
tion about the recognized object will then be sent
to the simulation engine in the client applet (and to
the simulation engines in the `robot servers').
Finally, the client applet will update the graphic
representation. This important feature has already
been considered by some authors [17].

Furthermore, we are enhancing the system to
allow the user to control more than one robot with
the simulation in the client applet, so that the
virtual environment is updated with the state of
all robots located within the working area of the
laboratory and not just the tele-operated one.
Along these same lines, we would also like to
enable the user to manage more than one robot
through the simulation. With such enhancements,
the system will then be able to simulate and
operate a co-operative robots environment, which
will be a novel feature in these sorts of systems.

Apart from the two above-mentioned objectives,
we are also improving the user interface of Robo-
Lab with new features designed specifically for
handicapped users. The first one is the fusion of

Fig. 4. Software architecture for using a joystick with Robo-
Lab.
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the information from the simulation engine and
the video feedback in the client applet's user inter-
face, so that the more relevant data, such as
manipulated objects or robot axis positions and
orientations, are highlighted in the video window.
The second feature will be the inclusion of other
human±machine interface techniques in the client
applet, such as a voice interface that can recognize
and synthesize voice commands, as well as
command robots with joysticks or other game
devices, as described in the previous section.

Visual
In addition to RoboLab, we use another tool

called Visual to teach some Computer Vision
aspects [12, 13]. It allows the student quickly to
design and test computer vision algorithms, by
means of a very friendly user interface based on
high-level graphical schemes with a more intuitive
use than other commercial applications [30]. The
layout of the Visual user-interface is shown in Fig.
5.

A graphical scheme is composed of OPIs (Image
Processing Objects). Each OPI represents an
operation to do in a scheme; it has a set of inputs
that get the images from other OPIs, and it has a
set of outputs that return the results after the
execution. Each output of an OPI can be
connected with one or more inputs of other OPIs
by means of pipes that represent the interchange of
data or images. At any time, the user can see the
images processed in any output or input by click-
ing with the mouse over it.

In contrast to other similar applications for
computing vision [30±32], Visual uses an open
modular library of OPIs, and also allows the
student to implement new operations, in any

programming language, without worrying about
aspects of the graphical user interface. Thus, this
tool can also be used on high-level Computer
Vision courses.

COURSE OF ROBOTICS AT THE
UNIVERSITY OF ALICANTE

We have used the virtual laboratory described in
previous section since the 1999/2000 academic year
in practice groups of the Robotics course `Robots
and Sensorial Systems'. This is an optional course
(see discussion on Spanish university degrees
above) in the degrees in Computer Engineering
(C.E.), Computer Systems (C.S.) and Management
Computing (M.C.) at the University of Alicante. It
has at all 7.5 European Credit Transfer System
(ECTS), and its program includes 4 hours per week
(2 hours theoretical and 2 hours practical) for a
period of 4 months for the classroom lessons in
addition to other student work.

The course combines Robotics with sensorial
techniques including mainly Computer Vision
algorithms [33]. A fundamental aspect of Robotics
is the use of sensors for the inspection and recogni-
tion of objects and elements present in the work
setting. Among sensoring techniques, Computer
Vision is a form of technology that is in constant
progress and is very present in current research.
The use of Computer Vision in robotic systems
allows the computation of the positions of the
objects to be manipulated, without the need to
make a contact with them.

The optional nature of the topic is an important
factor to be considered in the planning of its
teaching. We should emphasize that it is the only

Fig. 5. Visual user interface.
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subject in the plan of studies in which the basic
principles of Robotics are taught, although there is
another subject that includes mobile robots
programming. Moreover, due to the great
number of students registered in this subject, it
has become necessary to considered more effective
methods for the students' practicals that would
allow each student to have access to expensive and
limited resources such as robots.

Practical exercises
Considering the above-mentioned aspects and

the knowledge that the students gradually acquire
when they attend theoretical lessons [33], we
propose a set of practical exercises for them.
These exercises can be carried out by the student
either in the common laboratory for computer
science that is assigned to the course during their
hours of practical lessons, or remotely, from any
other location. In either case, the student has to use
the tools of the virtual laboratory to solve the
practical exercises. The practical exercises are as
follows.

. Exercise 1 (2 hours). Introduction to the tools of
the virtual laboratory (RoboLab and Visual),
which are used for the different experiments.
Study of the components and sub-systems of a
robot. Coordinate systems and homogeneous
transformations.

. Exercise 2 (6 hours). Kinematics of a robot.
Direct kinematics of a 5-DOF robot. Inverse
kinematics of a 5-DOF robot.

. Exercise 3 (6 hours). Computer Vision as sen-
sorial technique. 3D Vision. Image processing.
Development of a computer vision algorithm.
The student resolves this exercise with Visual.

. Exercise 4 (6 hours). Kinematics control of a 5-
DOF robot. Manipulation of point-to-point
trajectories. Application of a cubic interpolator
with parabolic fitting. This exercise is resolved
by the student with the aid of RoboLab.

. Exercise 5 (5 hours). Visual servoing. Static see
and move approach.

. Exercise 6 (5 hours). Programming of a robot.
Modeling of the tasks. Task programming using
ACL.

The practical exercises are concatenated in the way
that the student first use RoboLab to learn the
basic concepts of Robotics. The student then has
to calculate the kinematics of a robot (our Scorbot
ER-IX). Afterwards, he or she learns to design the
appropriate Computer Vision algorithms to detect
and locate a certain object in an image using
Visual. In addition to the operations that Visual
includes, the student is motivated to incorporate
new OPIs modules that implement other techni-
ques or algorithms that they consider suitable or
necessary. Once the object is located, the kine-
matics control of the robot is considered for
catching the object with the robot. After this
problem is resolved with the aid of RoboLab, the
visual control techniques are used to do the tasks

of manipulating the object. In the last practical
exercise, the student has to program the robot's
controller using the information obtained from the
previous exercise.

The knowledge assessment of the concepts prac-
tices with RoboLab and Visual is based on an
automatic correction test via the Internet, as well
as the explanations of the results obtained during
the exercises.

EXPERIENCES IN TEACHING

We have evaluated the students' opinion, and
the effect of the virtual laboratory on learning by
means of statistical studies, which have been
carried out on fifty students from different practice
groups during the 2001/02 and 2002/03 academic
years [12]. In this section we describe the main
results related to the use of the RoboLab in the last
study.

Results related to the use of RoboLab
The first results obtained where that only 20% of

the students opted to do the first practical exercise
with RoboLab at home in contrasts to 17% who
preferred to do it at the university laboratory (Fig.
6a). The students who opted to do the practice
outside the university (29%) complained of a lag of
time and inconvenience. We should point out that,
in computer science, many of the students combine
study and work. The main reason that the students
chose to do their practice at the university's
laboratory is that they considered the teacher's
explanations to be vital (65% of the question-
naires). Another reason is that they considered
the working conditions to be better: the software
was already installed and the speed of access was
faster. In the second exercise with RoboLab, a
considerable reduction is noticed in the number
of students who opted to do the exercise at the
university's laboratory (57%), as Fig. 6b shows. In

Fig. 6. Student location.
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this case, 33% decided to do their experiments at
home.

Figure 7 shows the main problems faced by the
students in doing the experiments. 54% did their
experiments without any problem. The most
common problems were the loading of the applet
(19%), due to inappropriate versions of the soft-
ware, and the access to the Net from outside of the
university (15%). Many of the problems have been
solved in the version 2 of RoboLab.

An important aspect for evaluating the impact
of a virtual laboratory is the facility to assimilate
its functioning from the students. Considering that
the estimated time of the first practical exercise
with RoboLab was 2 hours, and the majority of
students did it in 1 hour or less (Fig. 8a), we can
conclude that learning with RoboLab is quite
simple. For the second practical exercise with
RoboLab, 62% of students needed 90 minutes or
less, which was the estimated time (Fig. 8b). This
gives us an idea of the students' real level of
understanding of the use of RoboLab, after been
introduced to them in the first exercise.

Figure 9 presents the degree to which the
students liked RoboLab. It should be noted that,
of the five features evaluated, more than 80% of
the students rated it positively, which justifies its
inclusion in the virtual laboratory.

Other results
Robotics is a subject that generates great interest

from the students; this means that the number of

students registered during the last courses has been
rising as Fig. 10 shows. Therefore it is necessary to
design effective methods for the development of
the practicals with the available equipment.

It has been shown that 87% of the students had
access to the Internet outside of the university
during the 2002/03 academic year (Fig. 11). In
the previous year, only 62% had personal access,
which showed a considerable increase.

Fig. 7. Student problems with the exercises.

Fig. 8. Time required by the students.

Fig. 9. Appraisal of RoboLab.

Fig. 10. Change in the number of students registered on the
Robotics course.

Fig. 11. Internet access used by students.

Fig. 12. Preferences regarding the method of delivery of results
of the practicals.
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The survey also showed that most of the
students preferred to work in the university labora-
tory, although the majority also preferred to `hand
in' the results of their practicals through the
Internet (Fig. 12).

We must point out that the great majority of the
students have had no experience with any other
type of virtual laboratory with industrial robot
simulators that are similar to the one used here,
although 25% had previously used some type of
mobile robot simulators or had heard about some
type of robot arm simulators for commercial use.

CONCLUSIONS

RoboLab is the fundamental tool of our virtual
laboratory, and it is primarily designed so that
students can practice basics concepts about
Robotics and kinematics, and trajectory designing.
This tool also allows many students remote access
to limited robotic equipment located in a research
laboratory, through the Internet, in order to test
their results. In addition, the new version of
RoboLab offers the student the option of simulat-
ing different models of robots with the same user
interface, and even operating them remotely if real
robots are available. Thanks to RoboLab, students
can do their practical exercises by accessing from
any location without having to physically go to
laboratories or classrooms. In addition, the very
friendly RoboLab's user interface makes learning
and use by the student very easy, in contrast to
other systems.

We use the virtual laboratory in practical exer-
cises for an optional Robotics course at the

University of Alicante, and we have evaluated
the student's opinion of it. Based on the studies,
an important conclusion can be drawn. Although
an increasing number of students happily accept a
virtual laboratory that offers them a flexible time-
table for their experiments, the majority prefers to
have a real laboratory at the university where they
can work together with their classmates; they also
consider teacher support to be essential. In other
words, students consider the virtual laboratory to
be a valuable complement to the teacher and
traditional teaching, but not as substitute for
them. This result contrasts with the current
tendency to decentralize education, making it less
dependent on the explanations of professors.

In addition, it has been shown that the virtual
laboratory is new to our students, although it is
well accepted. The simplicity of the virtual labora-
tory helps the student to save time learning how to
use it and gives them more time to concentrate on
the more important aspects of the course. The
remote access to costly tools and resources like
robots is positive and interesting, since they make
practice more attractive and real in comparison to
a mere simulation.

Finally, it must be stated that the software
required for the students' computers is accessible
and easy to install, and the tools work well for
different types of computers and operating
systems. For this, Java is a very good option.
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