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Over more than a decade, the authors have developed considerable experience in using the
Fundamentals of Engineering (FE) Examination for objective and quantitative outcomes assess-
ment. Results from the FE Examination are now sent directly from the National Council of
Examiners for Engineering and Surveying (NCEES) to the institution and a variety of methods
have been developed to analyze this data on a subject-by-subject basis. Three specific approaches to
data analysis are presented: the percentage-correct method, the ratio method, and the scaled-score
method. Each has its own pros and cons with regard to its use. Institutions can set student
performance standards for individual topic areas, select one or more of the methods to graphically
analyze the data, and then make decisions regarding instructional effectiveness in each topic area.
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INTRODUCTION

INSTITUTIONS OF HIGHER EDUCATION
are increasingly being encouraged to evaluate
their academic programs with reference to a
national norm or standard. This pressure may
come from state legislators who want to assign
cost±benefit labels and who want to measure the
effectiveness of higher education, or it may result
from accreditation requirements, which are
becoming progressively driven by accountability
and benchmarking. Whatever the reason, institu-
tions must find practical, objective ways to assess
their programs.

ASSESSMENT PROCESS

In engineering education, assessment has
become a major topic as a result of the Accredita-
tion Board for Engineering and Technology's
(ABET) Engineering Criteria 2000 (EC 2000) [1,
2]. However, instructional effectiveness is difficult

to measure and is often assessed by indirect,
subjective methods. While various assessment
tools have been used to evaluate instructional
effectiveness, results have rarely been published
or applied in a consistent manner. In addition,
collected data may be misused or misinterpreted,
leading to erroneous conclusions.

One effective tool for assessing certain aspects of
engineering education is the NCEES Fundamen-
tals of Engineering (FE) examination, sometimes
called the EIT exam. This exam, developed to
define minimum technical competence, is the first
step in the professional licensing of engineers. It is
a pass±fail exam that is taken by approximately
45 000 people a year, most of whom are recent
college graduates or seniors within one year of
graduating. Although exam results provide specific
data on performance in a given subject, these data
are not used directly for licensing. They can,
however, serve as a valuable resource in making
valid comparisons and conclusions when properly
used in the assessment process.

Effective assessment of academic programs
requires a set of tools and processes to evaluate
various aspects of education. If the tools are to* Accepted 8 February 2008.
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have any value as benchmarks or have credibility
on an objective basis, the tools should make it
possible to compare achievement of learning
outcomes to an established goal. Assessment
tools with this comparative value are particularly
difficult to obtain. Methods such as portfolios or
surveys lack quantitative performance standards.

Several studies have investigated methods of
extracting subject specific data from FE Exam
results and using the data as a part of a robust
outcomes assessment process [3±6]. It is important
to note that studies have also addressed the ques-
tion of how to assure that the FE Exam results are
reliable and valid measures of ABET required
outcomes [7].

FUNDAMENTALS OF ENGINEERING (FE)
EXAMINATION

As the only national examination that addresses
specific engineering topics, the FE exam is an
extremely attractive tool for outcomes assessment.
In fact, since 1996, the FE exam has been
formatted for the express purpose of facilitating
the assessment process. For example, the discip-
line-specific exams for chemical, civil, electrical,
environmental, industrial, and mechanical engin-
eering were developed to include topics from
upper-level coursesÐtopics that were not appro-
priate when students from all engineering disci-
plines took the same exam. The exam content was
revised to better measure students' knowledge of
subjects taught in current junior- and senior-level
engineering courses. The topics included in the
discipline-specific exam were determined via
surveys that were sent to every ABET-accredited
engineering program in the United States. The
most recent survey was conducted in 2004 and a
new set of exam specifications went into effect for
the October 2005 exam.

Through careful analysis, FE exam results may
be used to assess particular aspects of the following
ABET Criterion 3 outcomes: (a) an ability to apply
knowledge of mathematics, science, and engineer-
ing; (b) an ability to design and conduct experi-
ments, as well as to analyze and interpret data; (c)
an ability to design a system, component, or
process to meet desired needs; (e) an ability to
identify, formulate, and solve engineering
problems; (f) an understanding of professional
and ethical responsibility, and (k) an ability to
use the techniques, skills, and modern engineering
tools necessary for engineering practice.

Although the FE exam does provide some means
of assessment, employing the exam as an assessment
tool that will provide effective information for
program improvement requires good knowledge
of the exam content and a well designed process
for analysis of the exam results. For licensure
purposes, the total score is evaluated rather than
the score in any specific subset of questions. Passing
the exam does not denote competence in all subjects

but instead shows an average minimum competency
in several subject areas.

A common error in using the FE exam results as
an assessment tool is focusing on the percentage of
candidates who pass the exam. This criterion is too
broad to be effective in improving program
outcomes; more specific measures are needed.
Too often, the passing rates of individual
programs are compared with those of other insti-
tutions, and these rates become more important
than the subject matter evaluations. For contin-
uous improvement, the focus must be on what the
FE exam results can tell us about how well
students have mastered the desired learning
outcomes in specific areas, such as structural
analysis or applications of calculus.

USING THE FE EXAM AS AN
ASSESSMENT TOOL

In light of these limitations, how does one
properly use the FE exam as an assessment tool?
First, the department or program faculty should
determine what subjects to teach and to what
depth and breadth to teach them. This is a major
part of the outcome goals set by each program as
required by ABET EC2000. After establishing
what topics to teach, faculty should set specific
goals for student performance and then use the
relevant portions of the FE exam to assess the
students' knowledge in specific areas such as water
resources, electric circuits, or machine design. The
faculty should then compare their goals to the
knowledge demonstrated by graduates of the
program. For this assessment process to be valid,
the population taking the exam must be represen-
tative of the entire population of graduates from
the program. This can be accomplished either by
having all seniors take the exam or by choosing a
sample appropriately.

A related issue is ensuring that people who take
the exam make an honest effort to complete all
problems to the best of their ability. Analysis of FE
examinees over a number of test administrations
has revealed that few students fail to take the exam
seriously. However, motivating the students to
review materials before the exam, to prepare
adequately for the exam, and ultimately to do
their best work is a legitimate concern. Faculty
who have doubts about whether students are
putting in their best efforts should take steps to
motivate them. Various methods are available to
do this, such as informing them of the importance
of the results to their future or actually requiring a
passing score for graduation. Some programs that
require all students to take the exam but do not
require a passing score for graduation offer an
incentive to do well by including pass±fail status on
students' transcripts. Clearly, if the results are to
be useful for outcomes assessment, the students
must be performing in a way that accurately
portrays their understanding.
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FE EXAM TOPIC COVERAGE

To effectively use the FE exam as an assessment
tool, faculty should know the specifications for the
morning (AM) and afternoon (PM) exams as well
as the level of understanding that the items are
meant to measure. Specifications for the exams are
available on-line at http://www.ncees.org/exams/
fundamentals/fe_exam_specs.pdf [8]. Assessments
will be more meaningful if students take the
discipline-specific PM exam, which addresses
more advanced engineering topics, rather than
the general engineering PM exam. However, even
the general exam will provide information on basic
topics that are relevant to most programs.

FE EXAMINATION RESULTS

The NCEES publishes performance data on all
FE exams administered. To make an effective
assessment, faculty should request the proper
performance data from NCEES so that compar-
isons are based on content congruent with their
program. The NCEES Subject Matter Report
summarizes data on EAC/ABET program exam-
inees who took the exam while still enrolled in
school. This is the statistical group that should be
used as a measure of instructional outcome. This
report is available directly from NCEES, but only
if the examinees completed the portion of the
answer sheet requesting institution and program
information. An edited version of a Subject
Matter Report for civil engineering is shown in
Fig. 1.

APPLICATION OF FE EXAM RESULTS

Prior to the exam, faculty should determine the
expected performance in each topic area, depend-
ing on the emphasis of that topic in their program.
For example, if a program places little emphasis
on surveying or transportation facilities, students
should be expected to perform accordingly.
Conversely, if the program has a strong emphasis
on structural analysis, one would expect a much
higher performance in this area compared with the
national average. For more conclusive results,
faculty should also consider performance over
several administrations of the FE exam rather
than from just one test administration. The form
of this expected performance will depend on the
analysis method chosen, a variety of which have
been developed to examine the data from the
Subject Matter Report with regard to program
assessment. The three methods described in this
paper are as follows:

1. Percentage-correct method
2. Ratio method
3. Scaled-score method

Percentage-correct method
This method utilizes the `raw' data (% correct)

directly from the Subject Matter Report. For
example, assume that University X requires all
graduating seniors in civil engineering to take
(but not necessarily pass) the FE exam with the
civil engineering PM portion and that the faculty
expect students' collective performance to be as
follows:

. Correctly answer at least 60% of the AM ques-
tions directly related to their major (engineering
economics, ethics, fluids, math, probability and
statistics, strength of materials, and engineering
mechanics) and correctly answer at least 40% in
the other topics.

. Correctly answer at least 60% of the PM ques-
tions that are emphasized in University X's
program (hydraulics and hydrologic systems,
structural analysis, structural design, soil
mechanics and foundations, and surveying) and
at least 40% in the other general civil engineering
topics (construction management, environmental
engineering, transportation, and materials).

Assume that the results for these students are
represented by the Subject Matter Report shown
in Fig. 1. A bar graph of the students' performance
can easily be generated (see Fig. 2).

The assessment based on this one administration
only (recognizing that a conclusive assessment will
require evaluation of several exam administra-
tions) yields the following:

. For the AM subjects, the civil engineering stu-
dents met the expectation of correctly answering
at least 60% of the questions in mathematics,
probability and statistics, ethics, engineering
economics, engineering mechanics and strength
of materials. They exceeded the 40% expectation
in chemistry, computers, material properties,
and thermodynamics. In the remaining topics
(fluid mechanics and electricity & magnetism),
the students failed to meet the goals. In the
assessment process, the faculty must determine
if the expectations were too high or if the topic
areas need attention. In fluid mechanics, per-
haps the expectations were too high since the
students correctly answered a higher percentage
of the questions on this topic than students did
nationally. In the other topic (electricity & mag-
netism), the students are performing just below
the expectation. In any event, these topics need
to be tracked over additional administrations of
the FE exam and factors such as instructional
methods, texts, and teaching mechanisms need
to be evaluated.

. In the PM subjects, the students met all expecta-
tions except structural design. Since that topic is
emphasized in University X's program, the uni-
versity will need to track the topic over addi-
tional administrations of the FE, or the faculty
may need to reevaluate their expectations. If the
expectation is retained and performance remains
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below this level, program changes are in order,
which in ABET terminology is `closing the loop'.
This might involve adding coursework to the
curriculum, modifying content of existing
courses, or other changes.

It should be noted that expectations of faculty
typically exceed actual performance of their
students on the FE examination.

Ratio method
In many cases, the percentage-correct method

produces unrealistic and perhaps unobtainable
expectations for the students' performance (as
mentioned previously concerning the topic of
fluid mechanics). Moreover, the results of this
method will be affected by the difficulty of a

particular version of the FE examination. As an
alternative to the percentage-correct method,
faculty should consider using the ratio method to
aid in developing reasonable expectations. For this
method, the ratio of the performance at University
X to the national performance is calculated for
each topic area. The faculty then develops appro-
priate expectations from this scale, determining
how much above or below the national average is
acceptable for their students.

While a graph similar to Fig. 2 can be developed
for the October 2005 exam, it is, as described in the
previous section, more informative to graph the
performance on individual topics over time. Figs 3
and 4 show such graphs for student performance in
two areas emphasized by University X.

Fig. 1. Subject matter report.
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Fig. 2. Percentage correct for a specific exam date.

Fig. 3. Longitudinal study of University X's performance in engineering economics.

Fig. 4. Longitudinal study of University X's performance in structural analysis.

Objective and Quantitative Outcomes Assessment Using the FE Examination 921



Regarding these two examples, one could draw
the following conclusions:

. University X assumes that its civil engineering
students should score 10% higher in these two
core subjects than the national average for civil
engineering students. (Recall that the Subject
Matter Report only reports national perfor-
mance data for students in the same major.)
The authors would argue, however, that this is
a somewhat lofty and perhaps unobtainable goal
for University X.

. Despite the loftiness of the university's goal for
engineering economics (Fig. 3), the students
have consistently been near it. Significant fluc-
tuation occurred between April 2000 and Octo-
ber 2001, which, for example, may have been the
result of a change from a long-time instructor to
a new one. This drop in performance should
have spurred a study of this subject, especially
since the students' performance has effectively
been slightly below the goal since October 2001.
If a more reasonable goal might be 1.00, or at
least no larger than 1.05, the University is meet-
ing the new expectation.

. According to Fig. 3, the results of the October
2004 exam show a dramatic drop below the
expected goal. The authors suggest that an
institution should not react to a single drop
below the goal, but should continue to monitor
the situation.

. For structural analysis (Fig. 4), note that Uni-
versity X determined that their initial goal of 1.1
was too high and that the goal was changed to
1.00 before the October 2000 exam. This type of
`close the loop' feedback is certainly acceptable.
However, even with a lower goal of around 1.00,
performances continued to fall short of expecta-
tions in April 2002, October 2002, and April
2003. Apparently, some decision was made
regarding course work in this area, causing the
performance to rise back up to expected levels.

. In an effort to smooth out the performanceÐ
especially in subjects that might be covered very

late in the curriculumÐone can also average the
April and October results and plot the yearly
average ratios.

Scaled-score method
The concept of the scaled-score method became

possible following the April 2001 examination. The
Subject Matter Report for that administration
included, for the first time, standard deviation
data. The standard deviation is based on the
number of problems correct, not on the percentage
correct and is generated from the test scores of a
specific group of examinees. In Fig. 1, for example,
the relevant group would be the civil engineering
majors who selected the Civil PM exam at the
October 2005 administration. Thus, pertaining to
this group, the national performance for engineer-
ing economics could be stated as having a mean,
�x � 0:69 � 10 � 6:9 problems correct and a stand-
ard deviation, � � 1:8 problems. Further examina-
tion of Fig. 1 reveals that in all subjects, �3�
effectively covers the entire range from 0% correct
to 100% correct.

The scaled-score was developed to allow univer-
sities to do the following:

. Present the data in a form that represents the
number of standard deviations above or below
the national average for each topic (as compared
with the percentage above or below the national
average given by the ratio method).

. Estimate the range of uncertainty in the univer-
sity's performance to account for small numbers
of examinees.

The scaled-score is defined as:

Scaled Score

� # correct at Univ Xÿ # correct nationally

national standard deviation

� # of questions �% correct at Univ Xÿ% correct nationally�
national standard deviation

The estimate of uncertainty (which allows an

Fig. 5. Scaled-score results for University X's performance in engineering economics.
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institution to account for low numbers of exam-
inees) is given as:

Range of Uncertainty � �1�������������������������������������������������������
# of examinees at Univ X
p

The derivation of this uncertainty range can be
found in the NCEES White Paper [9].

For the same topics previously discussed, the
scaled-score graphs and some observations are as
follows:

. For engineering econ, a ratio goal of 1.1 trans-
lated to a Scaled Score goal of 0.25.

. Even with the range of uncertainty, the Oct 2004
results (shown in Fig. 6) still indicate that en-
gineering economics should be monitored over
the next few exams.

. Even with the range of uncertainty, the April
and October 2003 results for structural analysis
(shown in Fig. 7) warranted action. From the
subsequent results, evidently University X did
take some kind of remedial action.

OTHER ISSUES

In making an assessment using the FE exam
results, faculty must also consider that some
students may not have taken the coursework
before taking the FE exam. For example, some
students take structural design in the spring seme-
ster of their senior year; therefore, those who take
the FE in October of their senior year will not be
prepared for that subject area. To provide some
insight into these factors and allow faculty to
consider such factors in making their assessment,
some institutions have developed an FE exam exit
questionnaire. An example is shown in the NCEES
White Paper [9].

Effective assessment should result in continuous
program improvement. Faculty should evaluate
the results of student performance in individual
subject areas. Doing so will identify those areas in

which students are performing below the goals
established by the faculty and perhaps significantly
below national or state averages. Evaluations
should instigate not only the necessary changes in
textbooks, teaching mechanisms and laboratory
procedures but also the possible reallocation of
faculty to improve student performance. In one
documented case in which FE exam results were
used, student performance was significantly below
the national average in hydraulics and hydrologic
systems. The department head was surprised
because the student evaluations for the course
had been very good over several years. However,
upon investigation, he found that the laboratory
procedures used to reinforce the theory were
shallow and that the performance demand on the
students was low. The laboratory procedures and
depth of instruction were improved over several
semesters without lessening instruction on the
theory. The most recent examinations indicate a
significant improvement in student performance in
this area. A point that cannot be overemphasized is
that for assessment purposes, the results of multi-
ple exams should be considered and the exam
content compared with the course content.

CONCLUSIONS

After more than a decade of experience using the
FE exam for outcomes assessment, the authors
find it to be a useful part of a balanced assessment
program that includes other standardized tests,
assessment tools, alumni surveys, and placement
data. The FE exam is particularly important
because it is the only national test of upper-level
engineering knowledge. The detailed reports of
performance by subject area provide information
that can help to evaluate a program's success in
achieving the outcomes specified by ABET. Over
time, these reports can also help programs docu-
ment the effects of curriculum revisions, teaching
innovations, and other actions taken to improve
student mastery of engineering topics.

Fig. 6. Scaled-score results for University X's performance in engineering economics.
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Based on experience, the authors conclude the
following:

. Engineering programs should seriously consider
using the FE exam subject-level performance
data as part of their program assessment, with
proper regard for the limitations described.

. A program will gain the most from the FE exam
as an assessment tool if it requires all students to
take the exam (particularly the discipline-speci-
fic PM exam), if faculty establish specific goals
for their programs, and if the administration
compares the program with peer institutions
with similar requirements.

. Member boards (state licensing boards) should
become proactive in working with academic
programs to stress the use and value of the FE
exam as an assessment tool.

. Institutions must remember that the primary
purpose of the FE is to assess technical compe-
tencies. Other assessment tools need to be used
to assess other outcomes, such as commun-
ication skill or preparation for independent
learning.

. The results of each FE examination (Subject
Matter Report) should be obtained directly by
the institutions for their use in outcomes assess-
ment.
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