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In this paper we present an approach for integrating AI and philosophy of the mind in the K-12
classroom. Our rationale for this approach includes its capability to promote discourse and frame
learning and the need to take a more holistic approach to engineering. We have developed a
curriculum unit based upon the integrated approach that includes intended learning outcomes, a
concept map and two example activities for the classroom. We present this curriculum unit together
with the preconceptions of middle and high school students related to the concepts in the unit. The
collected data shows high levels of interest in the possibilities of thinking machines, but only a naõÈve
understanding of the issues. Some gender differences are also indicated. Finally we present two
applications where the curriculum was used in the classroom. The first is a one-week unit in a
middle school language arts classroom and the second is a full-year project-based high school
course. Results from both settings showed high levels of engagement and were consistent with
student achievement of intended learning outcomes.
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INTRODUCTION

ARTIFICIAL INTELLIGENCE (AI) is being
used increasingly in both formal and informal
pre-college education as a means to engage
students in the study of engineering and technol-
ogy. This increase is due to a variety of reasons
including: the changing importance of AI in our
daily lives; increasing emphasis on engineering and
technology in educational frameworks; the devel-
opment of robotics kits that make AI accessible to
younger learners; and recognition of robotics as a
useful pedagogical tool for active learning and
engineering design. While we applaud the success
of the robotics curricula that have been developed,
we propose that supplementing them with framing
activities that integrate AI and philosophy of the
mind will result in the following:

. increased engagement and improved under-
standing by addressing student preconceptions
regarding the possibilities and limitations of
intelligent machines and by providing a concep-
tual framework to support their learning; and

. a broader and more contextualized understand-
ing of AI by investigating ethical and societal
issues related to the fieldÐissues that play a key
role in engineering and have been shown to
attract a more diverse group of learners.

In this paper, we will present (1) an overview of AI
in K-12 education, (2) the rationale for framing AI
with philosophy of the mind, (3) example class-

room activities that implement the rationale, (4)
survey results identifying relevant student prior
knowledge about AI (with implications for the
classroom) and (5) example applications from
several classroom settings.

Engineering and technology standards in K-12 US
education

The 2002 report Technically Speaking: Why All
Americans Need to Know More about Technology
makes `an urgent call' for increasing technical
literacy in the United States [1]. The report notes
that achieving this literacy depends on a more
holistic understanding of technology as follows:

Most people think that technology is little more than
the application of science to solve practical problems . . .
They are not aware that modern technology is the fruit
of a complex interplay between science, engineering,
politics, ethics, law, and other factors. People who
operate under this misconception have a limited ability
to think critically about technologyÐto guide the
development and use of a technology to ensure that it
provides the greatest benefit for the greatest number of
citizens.

This report and many others call for a vast
improvement in how K-12 students learn about
engineering, technology and science. The Interna-
tional Technology Education Association (ITEA)
and the International Society for Technology in
Education (ISTE) are providing guidance by devel-
oping K-12 educational standards that address
both technical content and the need for students
to learn about the broader issues associated with
engineering and technology. For example, the* Accepted 30 September 2008.

511

Int. J. Engng Ed. Vol. 25, No. 3, pp. 511±522, 2009 0949-149X/91 $3.00+0.00
Printed in Great Britain. # 2009 TEMPUS Publications.



ITEA includes several standards on `Technology
and Society' with benchmarks addressing ethical
issues and a standard on the relationship between
technology and other fields of study [2]. The ISTE
includes standards stating that `Students under-
stand human, cultural, and societal issues related
to technology and practice legal and ethical beha-
vior' [3]. In addition to these organizations, indi-
vidual states (beginning with Massachusetts [4] )
are now creating their own engineering and tech-
nology standards.

AI in K-12 education
Although AI encompasses a broad range of

topics, its implementation in K-12 education has
focused largely on the topic of robotics. Hood and
Hood point to one reason for this popularity: `The
use of LEGOs [robotics kits] increases the tactile
and kinesthetic aspects of the learning experience
and helps to make abstract concepts more
concrete' [5]. Milingo et al. list the wide range of
learning that can take place with robotics, includ-
ing `problem-solving skills, organization, team-
work, time management, oral and written
communication skills (including technical writing),
presentation skills, commitment and responsibility
to self and others, good work ethics, good attitude,
professionalism, and `a design implementation
capability'' [6]. The following examples illustrate
their wide range of applications in the classroom.

Physical Science: Because of the ability to provide
hands-on activities to support the learning process,
the use of robotics (LEGO robotics in particular)
has found many applications in the physical
sciences. Some examples include: using LEGO
robots to learn about data collection as part of a
K-8 unit on robots exploring the Moon [7]; using
robotics to learn about Newton's Laws of Motion
by completing challenges in small groups [8]; using
LEGO robots and sensors to explore basic cardio-
vascular mechanics in a high school after-school
program [9]; and using LEGO robots to help non-
English proficient students grasp the concepts of
evolution compared with `Intelligent Design' [10].

Computer Programming: Programming LEGO
robots has been shown to be helpful in preparing
students to learn standard programming lan-
guages. Varnado reported that the basic program-
ming skills were more easily understood through
robotics and that this made for an easier transition
into more complex computer programming lan-
guages [11]. Wedward and Bruder outlined a six-
week robotics program for secondary education
students that included programming and exploring
the components of how robots function [12].

Robot Design Challenges: Robot design challenges
and competitions have become an increasingly
popular way to introduce young people to the
field of engineering. For example, in the FIRST
Robotics Competition, teams of students and

mentors from around the world are challenged to
use a standard kit of parts to build a robot to meet
a common design challenge [13]. An independent
study of the FIRST competition showed a variety
of positive outcomes including increased levels of
pursuing engineering careers and increased com-
munity service [14]. Many teachers also bring the
idea of robot challenges to their classrooms. For
example, one teacher challenged his students to
create a firefighting robot [15], based on Trinity
College's Firefighting Home Robot Contest [16].

These examples are typical of the many applica-
tions of robotics in K-12 science, technology and
engineering education. Unlike many of the curri-
cula being used, Varnado describes how the study
of AI can be easily integrated into many different
subjects. He provides the following list:

. Art: Design an ad for the new robot lawn
mower.

. Business: Research the cost effectiveness of
robotics in industry.

. Computer Science: Investigate `fuzzy logic.'

. Drama: Read and perform Karel Capek's 1921
play, Rossum's Universal Robots.

. English: Read robot short stories and write your
own.

. Math: Explore binary systems and Boolean
algebra.

. Physical Education: Compare human and robot
movements.

. Psychology: Debate the issue of artificial intelli-
gence.

. Science: Construct artificial muscles.

. Special Education: Construct a `junk' robot.

. Technology: Build a robot. [11]

By including explicit associations between robots
and humans and suggesting that the possibilities of
AI should be debated, the integrated approach
suggested by Varnado has parallels to the AI and
philosophy curriculum introduced in this paper.
However, Varnado does not specify an educational
pathway for preparing students for a meaningful
and rich debate on AI. In fact, we are aware of no
instructional activities in the literature that expli-
citly ask students to wrestle with the definition of
intelligence or the potential limits to artificial
intelligence and the capabilities of machines. In
response to this need, we present a set of intended
learning outcomes for an integrated AI and philo-
sophy curriculum unit with example learning activ-
ities and a concept map to support their
achievement.

RATIONALE FOR INTEGRATING
AI AND PHILOSOPHY

Using philosophy to organize technical AI
content can significantly change how students
view the field and result in a more holistic
approach to learning and problem solving. With-
out philosophy, it is easier for students to think
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that the solution to all problems is to merely write
better code or devote more resources. Philosophy
shifts the question from simply `What sensor do I
need to add to make this robot distinguish between
the red apple and the green apple?' to `What is
seeing? How might a sensor simulate seeing?' Such
an approach has the following advantages.

Promoting Discourse and Exploration: Social cog-
nitive theory suggests that engagement often hap-
pens in a context in which students encounter the
thinking of others. Our approach explores a vari-
ety of provocative questions about the possibilities
and limitations of thinking machines and their
relationship to the human mindÐquestions that
are designed to generate discourse. These questions
also support self-exploration at an age that the
adolescent research indicates is important for
growing self-identity and introspection [17].
Exploring thinking machines becomes a means
for thinking about the nature of one's own think-
ing, awareness and relationships with peers.

Learning within a Conceptual Framework: Research
shows that when learners understand ideas within
the context of a conceptual framework, they learn
more effectively and are more capable of applying
their knowledge to new domains [18]. Through a
collaboration of engineering, education and philo-
sophy faculty, we have developed a concept map of

basic principles in AI and philosophy of the mind
(see Fig. 1). The map helps students organize their
understanding and meaningfully connect their new
knowledge to what they already have learned. It is
based on the idea of personhoodÐwhich is a useful
way to structure the concepts and also fits well with
the study of robotics by identifying parallels
between robots and humans. In this map AI is
divided into three partsÐinput, internal mechan-
isms, and outputÐwhich correspond to the human
components of perception, mental processing, and
response. The concept map is particularly useful
for helping students visualize assumptions and
their implications. For example, although separ-
ating mind from body may be a useful first step in
the learning process, it can be argued that the mind
may require a certain kind of body to support it
(similar to software needing hardware to function
properly). We help students understand these deba-
table relationships by identifying them with dashed
arrows on the map to help students ultimately take
their own stance and better identify or assimilate
other perspectives. A detailed discussion of the
concept map and its use in the classroom is given
in Ellis et al. [19].

Engineering in a Liberal Arts Context: The advan-
tages of understanding engineering within the
context of the liberal arts is being increasingly
recognized by the engineering community as neces-

Fig. 1. Concept map organizing artificial intelligence using principles from philosophy of the mind (after Ellis et al. [19] ).
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sary for addressing the complex problems that
engineers now face [20, 21]. This same context
can also make engineering a more attractive
option for girls who are underrepresented in US
undergraduate engineering programs. Adelman
writes that engineering would be more attractive
to women if the richness of the practiceÐwith
problems brimming with ambiguities and condi-
tional situations that are analogous to cultural
contextÐwere the framework for education [22].
Philosophy of the mind is a means for addressing
questions in AI (such as the possibility of machine
consciousness) that have no clear answers and lead
to conditional situations that promote discussion.

Developing Metacognition Skills: Drawing paral-
lels between humans and machines in terms of
learning and knowledge is fundamental to both
how engineers and scientist view AI and how
philosophers view AI. These parallels present a
novel opportunity for students to learn about
metacognitionÐa key requirement for meaningful

learning [18]. Learning a foreign language can help
learners see their native language in new ways.
Similarly, studying how machines learn, store
knowledge, etc. can help students better under-
stand their own learning. It is our intention that
the study of AI be as much an exploration of
human learning, intelligence, emotions and aware-
ness as it is the study of machines.

CLASSROOM ACTIVITIES

From cognitive theory we know that learning
goals are critical for helping students learn with
intentionality. In Fig. 2 we specify intended learn-
ing outcomes divided into cognitions (both AI-
specific and more general) and effects designed to
guide the learning in an integrated AI and philo-
sophy curriculum. To achieve these learning
outcomes, we have developed a set of lesson
plans and activities for the classroom in which

Fig. 2. Intended learning outcomes for an integrated AI and philosophy of the mind unit.
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students use the following pathway for developing
expertise:

. Develop a definition of consciousness, intelli-
gence and life that takes into consideration their
understanding of the Concept Map.

. Develop a definition of artificial intelligence that
is based upon their definition of consciousness,
intelligence, and life and that incorporates what
they have learned about philosophy of the mind
and AI.

. Interpret the multiple and conflicting viewpoints
regarding the possibilities of mind and technol-
ogy.

. Make rational and justified arguments for their
definitions of consciousness, intelligence, life,
and the limitations for artificial intelligence
that considers their experiences, the research of
experts and the moral and ethical implications.

. Develop a classroom culture of academic dis-
course.

. Articulate their ideas in oral and written form to
support their definitions, opinions, and theories
about artificial intelligence and demonstrate
their ability to work with abstract concepts.

. Make predictions about the future of technology
and artificial intelligence.

Two example activities are described below.

AI writing prompts
The first activity is a set of writing prompts that

relate to the various content areas in the AI and
philosophy unit (see Fig. 3). Each of the prompts
breaks down the content into a series of questions.
These questions are designed to be accessible and
engaging while scaffolding student responses and

generating discourse. We suggest that these
prompts are best utilized by providing students
time to formulate their own responses before
engaging in group discussions. For example, one
approach would be to choose a prompt relating to
the day's lesson and post it on the board so that
students can begin writing immediately as they
come to class. The writing time could then be
followed immediately by small group or class
discussion.

The prompts are adaptable to a variety of class-
room situations in addition to an AI and philo-
sophy unit. For example, they would be
appropriate in a language arts class as a means
of engaging students in writing about technology,
engineering and philosophyÐtopics not typically
addressed in these classes. Another possibility
would be to integrate their use with a robotics
curriculum or other curricula that explore issues in
engineering.

ChatterbotsÐInteracting with AI
In Alan Turing's classic article Computing

Machinery and Intelligence [23], he begins with
the quote `̀ I propose to consider the question,
`Can machines think?'' ' and then proceeds to
propose a test to address the question. In the
Turing Test a human interrogator engages in a
text conversation with a human and a computer.
The interrogator is in a different room from the
subjects and only communicates with them
through a text conversation (Turing originally
suggested a teleprinter machine, but now there
are many options available that are familiar to
students). Both the human and computer try to
convince the interrogator that they are human. If

Fig. 3. Writing prompts for an integrated AI and philosophy of the mind unit.
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the judge cannot reliably tell which is which, then
the machine passes the test. In this activity,
students interact with chatterbotsÐan application
of AI that attempts to simulate intelligent conver-
sation and pass the Turing TestÐto learn about
criteria for machine intelligence, the importance of
context in human conversation and the difficulties
this poses for machines (see Fig. 2: AI Specific
Intended Learning Outcomes 4, 5 and 7 and
General Intended Learning Outcome 2).

Students begin the activity with a reading that
introduces the topic. With the mechanics of the test
understood, students are now able to start ad-
dressing the `hook question' for the activity
(Wiggins and McTighe [24] describe the use of
such questions for engaging learners):

While using Instant Messenger you suspect that you
may be communicating with a computer and not a
human. What question would you ask to confirm
your suspicion?

Students work individually to formulate their best
question and then work in groups to compare and
discuss their questionsÐthus engaging their
preconceptions through discourse with their peers
and teacher. At this point, questions easily
answered by a computer (i.e. `What is your favorite
color?') are typical, but some students show a more
advanced understanding and formulate more chal-

lenging questions (such as asking why a certain
joke is funny).

Another option in this activity is playing the
gender imitation game as described by Turing [23].
In this game, instead of a human and computer
trying to convince the interrogator that they are
human, a male and female try to convince the
interrogator that they are female (or male). We
have found that this activity is fun and very
engaging for students, raises issues for discussion
regarding gender and stereotypes, and requires
that the student interrogators practice analytical
and group skills as they develop interrogation
strategies. A more detailed discussion of the
gender imitation game and examples from the
classroom are given in Ellis and Andam [25].

At this point in the activity the students have
improved their interrogation skills and are ready to
converse with a variety of chatterbots that are
available on the Internet [26±28]. Guided by the
questions presented in Fig. 4, students compare the
effectiveness of each chatterbot for carrying on a
conversation. They also analyze the strengths and
weaknesses of each program, try to assess how it
works and note its response to a variety of ques-
tioning strategiesÐsuch as using ambiguous
syntaxÐthat require context to interpret. Many
chatterbots also have extensive documentation
that students can explore. We have found that

Fig. 4. Elements of student handout. Meet the Chatterbots (condensed for publication).
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students are highly engaged in this activity and in
many cases develop a sophisticated understanding
of the workings of the chatterbots. For example,
one student so thoroughly mapped the structure of
the chatterbot Alice [26], that Alice's programmers
(who found his analysis that he had posted on-line
during a web-search) wrote to him to express their
amazement.

SURVEY RESULTS OF STUDENT AI AND
PHILOSOPHY PRECONCEPTIONS

Cognitive theory posits that students need to
engage with content in ways that build on what
they already know. It is well understood from
numerous studies that prior knowledge strongly
influences the integration of new information [18].
The National Research Council (NRC) notes that
` . . . teachers need to pay attention to the incomplete
understandings, the false beliefs, and the naõÈve
renditions of concepts that learners bring with
them to a given subject . . .If students' initial ideas
and beliefs are ignored, the understandings that
they develop can be very different from what the
teacher intends' [18]. Despite the increasing impor-
tance of AI in pre-college education, little is known
about the prior knowledge and preconceptions that
students bring to the classroom. What do students
think AI is? Do they view AI as beneficial or harmful
to humanity? An improved understanding of the
range of preconceptions that students typically
bring to the classroom can help teachers more
effectively address them. To begin addressing this
need, we present two data sets that provide insight
into the preconceptions of middle and high school
students.

JFK Middle School
The first data set was collected from the JFK

Middle School in Northampton, Massachusetts, in
May of 2006. A total of 81 students participated,
including 37 boys and 44 girls. The data were
collected by analyzing the student work produced
by five sections of a seventh-grade Language Arts
class at the beginning of an integrated AI and
philosophy unit described later in this paper. To
begin the unit, the teacher asked students to draw a
picture of what they think AI is and to write a one-
page essay explaining their picture and their
connotative definition of the field. These drawings
and explanations were examined by the authors to
identify patterns and gender differences in their
responses.

Examples of the drawings and essays produced
by the seventh-grade students have been reported
in Ellis et al. [29]. Most students indicated that AI
is either a robot or a computer. Students also
illustrated a positive vision of AI in almost half
of the cases and at a higher rate than a negative
one. In their essays students often mentioned
emotions and intelligence and usually indicated
that AI systems cannot have emotions or feelings.

In both the essays and drawings, students typically
focused on the possibilities and limitations of
technology and engineeringÐthe very issues that
our AI and philosophy of the mind curriculum
seeks to address. Many students indicated strong
beliefs (i.e., a robot can never have feelings) and
interest in these issues, but their ability to explain
and justify their beliefs was usually naõÈve and
unsupported. Engaging this high level of interest
and providing a pathway to replace unsupported
views with reasoned ones is central to the AI and
philosophy curriculum.

Perhaps the most interesting aspect of the JFK
data set is the different responses of boys and girls.
Statistically significant gender differences included
that only girls drew female robots/AI representa-
tion (p = 0.00) and boys were more likely to draw a
negative portrayal of AI (p = 0.01). By compar-
ison, the girls focused more on the robot's function
and how it served people. Boys were also much less
likely to mention either intelligence or emotion (p
= 0.00). One implication for the classroom is that
girls may find AI more engaging when it is
presented in the context of helping people, since
this is more consistent with the views that they
bring to the classroom. This is also supported by
research that has shown the importance of work-
ing on problems that are socially relevant and
meaningful to attract girls to math and science
[30]. It may also help to explain the often-poor
representation of girls in robotics events that are
based on design challenges that have no social
relevance.

Smith Summer Science and Engineering Program
The second data set was collected from students

participating in the 2006 Smith Summer Science
and Engineering Program (SSEP). A diverse group
of 75 students from grades 9 through 12 were
surveyed (the survey instrument is shown in Fig.
5). The open-ended questions were designed to
address six facets of understanding as described
by Wiggins and McTighe [24]. These include
explanation, interpretation, application, perspec-
tive, empathy and self-knowledge. Detailed results
from this survey are presented in Ellis et al. [29].
The major findings of the survey are:

. Very few students demonstrated an understanding
of how a robot functions. They showed an under-
standing that programming is a key issue, but in
most cases they did not understand what that
means.

. Students overwhelmingly mentioned computers as
an example of AI other than robots. Often,
students simply wrote `computers' with no
further explanation. Only a few gave examples
that showed how AI was used on a computer.

. Most students do not believe a computer can ever
match a human in thought, action, and feeling.
While some students agreed that computers
might someday think and act humanlike, only
a few thought they could ever feel.
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. Students were most likely to have learned about
AI through the media or in school. Through
movies in particular, the entertainment industry
is creating an image of AI for students.

. Computers are clearly a major part of these
students' lives and it is through them that students
see AI's effect. Many students showed an aware-
ness that AI has an impact on computer tech-
nology and that this directly affects them.

. Students saw AI as being both beneficial and
harmful to humanity. For example, they reported
that AI will help cut down on manual labor for
humans and generally increase efficiency, but
they also realized that this could lead to a short-
age of jobs for humans.

. Students noted that humans and computers have
similar logic and information processing abilities.
Two examples often mentioned were analysis
and memory.

. Students had strong opinions that were about
evenly split regarding harming a robot. Some
students said harming a robot would be similar
to harming a living being. Others said that it
would not matter because robots are not
humans and do not have feelings.

The responses to the SSEP survey result in a number
of implications for the classroom. Even high
academic achieving girls who overwhelmingly
liked their math, science and technology classes
(91%) and using computers (89%) were not as
motivated to learn about AI (61%). This highlights
the need to provide relevant, thought-provoking
hooks to engage and hold their interest. Fortu-
nately, the philosophical issues related to AI are
rich with possibilities that are intriguing, related to
personal growth and can be related to technologies
that affect student lives (such as voice recognition).
These issues also fundamentally question how AI
meets society's needsÐan approach that has been
shown to increase the interest of girls in math and

science [30]. Finally, it is interesting to note the
impact of the entertainment industry in shaping
preconceptions concerning the possibilities and
limitations of AI. Given the power of the medium,
the potential for developing powerful misconcep-
tions about the nature of AI is great and supports
the need for identifying and addressing these
misconceptions in any AI curriculum.

EXAMPLE APPLICATIONS

In this section we will present two examples of
using elements from our integrated AI and philo-
sophy unit in the classroom.

Middle School language arts
The first example is a one-week unit in a

seventh-grade language arts class offered at JFK
Middle School in Northampton, Massachusetts.
The class was offered in five sections that totaled
81 students. The teachers chose to use the inte-
grated AI and philosophy activities to increase
engagement in the class for a greater diversity of
learners. Below are the day-to-day activities of the
unit:

. Day 1: Develop a general understanding of AI and
terms often associated with the field. On the first
day students brainstormed a list of films where
intelligent machines mimic human behavior,
discussed scientific debate in popular culture,
and developed a reference sheet defining basic
AI and philosophy terms.

. Day 2: Become familiar with the work of Alan
Turing and explore the nature of language. The
class began with an introduction to Alan Turing,
the Turing Test, and the role of semantics and
syntax in processing language. The class then
worked on the chatterbot activity described in
this paper.

Fig. 5. SSEP Survey Questions (after Ellis et al. [29] ).
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. Day 3: Understand how Boolean search engines
and algorithms work. The class used the electro-
nic game 20 Questions (the game tries to guess
what a person is thinking by asking questions)
to learn about the topics of the day. The stu-
dents discussed if the game was intelligent or
could think, learned about algorithms, played an
online version of the game and conducted a
Google search that the teacher related to the
20 Questions game.

. Day 4: Understand how decision trees work.
Students worked in groups to learn about deci-
sion trees and their relationship to algorithms by
creating and testing a decision tree to identify a
mammal based upon its characteristics.

. Day 5: Apply AI and philosophy in a persuasive
essay: On the final day of the unit students wrote
a persuasive essay voicing their support or
opposition to using AI to grade student compo-
sitions for state educational testing.

The unit was assessed through a short student
survey following the unit and an analysis of the
Day 5 essays. Highlights from the survey indicate
high levels of student interestÐ89% reported
enjoying their language arts class more than
usual during the AI unit. Most students indicated
a high level of engagement and 52.4% reported
exploring AI beyond the classroom requirements.
Written comments indicated that they were parti-
cularly engaged in learning about how people and
machines think, using computers in hands-on
activities and being able to teach themselves.
Most students (95.3%) reported that they had
learned a lot about AI and many students
(87.7%) also reported that the unit helped them
better understand how people thinkÐa positive
indicator about the potential of the approach for
playing a role in developing metacognitive skills.

The essays supported basic content understand-
ing for most students. For example, 87.7% of
students included in their essay a discussion
about how machines have difficulty comprehend-
ing language because of context and other reasons.
One student wrote `If you have ever talked to a
computer, you would find some more problems
with this system, such as how it sometimes doesn't
understand jokes, idioms, euphemisms, meta-
phors, or similes . . . Another thing our class
noticed was that sometimes the machines couldn't
relate pronouns to their nouns.' Other concerns
discussed by students included machines lacking
emotions (43.9%) and creativity (10.5%) and
machines' inability to understand grammar
(26.3%). Many students also reflected upon the
possibilities for computers to think (72%), to be
intelligent (49%) or have emotions (68%).

High School artificial intelligence
The second example is a full-year, project-based

high school AI course offered at St. Paul's School
in Concord, NH. The course is described in more

detail with examples of student projects in Ellis
and Andam [25] and included the following topics:

. Quarter 1: The course began with the AI and
philosophy of the mind unit described in this
paper, along with many additional topics such
as the history and mathematical roots of AI. The
quarter concluded with a formal class debate on
the possibility of machine consciousness.

. Quarter 2: The second quarter covered an in-
depth unit on connectionism in which students
learned how neural networks function and
developed competence modeling data with
feed-forward, back-propagation ANNs. Stu-
dents developed competence by completing
three increasingly open-ended projects includ-
ing: fruit classification, modeling housing prices
and a topic chosen by the student.

. Quarters 3 and 4: Students completed an in-
depth independent project that led to writing a
thesis paper. The process was made as realistic
as possible by requiring thesis proposals, peer
review of proposals and progress reports, and a
final report and formal presentation. Most stu-
dents chose to pursue a research project apply-
ing ANNs. However, each year several students
also decided to pursue an engineering design
project related to robotics or an in-depth study
of a philosophy topic related to AI.

No formal assessment was made of the course;
however several informal assessments suggest the
success of the approach:

. Students showed content understanding by
achieving an average score of 90% on a mid-
year exam encompassing content from quarters
1 and 2 (see Ellis and Andam [25] for the exam
questions).

. Student interest in the course was high with
about 30% of the graduating class requesting
to take the course.

. Student course evaluations were 100% positive.
They often cited the interesting content and
interdisciplinary nature of the course, the grad-
ing emphasis on projects and papers, the flex-
ibility to explore topics in depth that interested
them, and the opportunity to conduct indepen-
dent research.

. The school administration highlighted the
course in recruitment literature.

. Student research resulted in a refereed article in
a professional journal, a presentation at a pro-
fessional conference, and several regional and
national awards in science contents.

DISCUSSION

[The liberally educated person] possesses the know-
ledge, not only of things, but also their mutual and
true relations; knowledge, not merely considered as
acquirement, but as philosophy.

John Henry Cardinal Newman [31]
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Shirley Jackson, President of Rensselaer Polytech-
nic Institute, comments that this `knowledge as
philosophy' approach to education is needed more
today than ever for `engineers [who] create the
settings for, and means of, human interaction . . .'
She cites many reasonsÐrelated to better engin-
eering, personal growth and attracting more
diverse individuals to the fieldÐand notes that a
`liberal education ultimately makes engineers more
creative by expanding their minds and exercising
their imaginations' [32]. This way of thinking is
becoming increasingly important as educators
explore ways to prepare engineers for success in a
rapidly changing global economy. If such a holistic
approach to learning applies to how engineers are
educated, surely it should also apply to how we
educate pre-college studentsÐmost of whom will
not pursue a technical career, but who will need to
function and make decisions in a technical world.

A key contribution of the integrated AI and
philosophy approach results from developing
intended learning outcomes that include a focus
not only on questions of design and application,
but also on questions of theoretical possibility. As
the SSEP survey showed, even students highly
motivated in science and engineering have only a
naõÈve understanding of the arguments that shape
the debates about the possibilities of AI and the
technology that impacts their lives. Through this
approach students are pushed to define and work
with challenging concepts such as intelligence and
consciousnessÐconcepts that can be more easily
understood through both the application of philo-
sophy and the study of thinking machines that
engineers create. In this approach the robotic mind
becomes a tool that students use for self-explora-
tion and for making a personal connection with AI
and the field of engineering, and philosophy
becomes the conceptual framework that helps
students make sense of what they learn. And, as
the JFK students reported, such an approach also
changes how students think about issues related to
thought, intelligence, knowledge and understand-
ing. With 89% of the JFK students reporting that
they liked the AI unit better than their normal
language arts class, it is also an engaging approach
that is adaptable to a variety of situations.

Finally, exploring AI through philosophy gives
students access to the ethical debate surrounding
AI. Clearly engineers need to be sensitive to the
social consequences of their work. Shirley Jackson
writes that this sensitivity `translates into ethics

and ethical questionsÐi.e. it, whatever `it' is, can
be done, but should it, whatever `it' is, be done?'
[32]. Through integrating AI and philosophy,
students have the opportunity to tackle the same
ethical questions about engineering and technol-
ogy that need to be debated by members of the AI
community. By exploring questions that require
probing the changing nature of the relationship
between humans and computers, students are
provided with many opportunities to establish
and refine their own views. As illustrated by the
emphasis that the girls at JFK placed upon the
importance of a robot's ability to serve people,
including such a focus in the integrated curriculum
may also increase the interest of many students.

CONCLUSIONS

We have developed intended learning outcomes
for an integrated K-12 unit on AI and philosophy
of the mind along with a concept map and activ-
ities to help students successfully achieve the learn-
ing outcomes. A study of AI preconceptions of
JFK middle school students showed that students
possessed strong beliefs and interests in the possi-
bilities and limitations of technology and engineer-
ing, but were generally unable to support their
beliefs. The same study showed that girls tended
to focus more on how AI could serve society and
boys tended to focus more on the field's potential
for violence. The SSEP study of high school girls
showed a similar interest in and naõÈve understand-
ing of AI and philosophy. Both JFK and SSEP
students overwhelmingly rejected the possibility of
machines possessing emotions. Based upon the
content of a survey and student essays following
the unit, it appears that a one-week integrated AI
and philosophy course was successful at engaging
students and providing learning experiences that
helped them develop more reasoned positions
regarding the possibilities of thinking machines.
One measure of engagement showed that a little
more than half of the students chose to indepen-
dently explore the topic in greater depth. Data
from a full-year course integrating AI and philo-
sophy also support its potential for engagement
and learning.
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