
EDURobot: an Educational Computer
Simulation Program for Navigation of
Mobile Robots in the Presence of
Obstacles*

R. ABIYEV1, D. IBRAHIM2, B. ERIN3

Near East University, Department of Computer Engineering, Mersin 10, Turkey.
E-mail: 1rahib@neu.edu.tr 2dogan@neu.edu.tr 3besime@neu.edu.tr

In engineering education different experimental exercises are provided to students in order to
improve the teaching level and provide better understanding of theoretical materials. These
exercises might be implemented using educational software tools. In this paper, an educational
software tool called EDURobot has been developed to enhance the understanding of robotics for
undergraduate and graduate students in computer and electrical and electronic engineering
departments. The software tool mainly teaches students the navigation problems of a mobile
robot avoiding obstacles in a static environment using different algorithms. The simulation
environment is of a menu-driven variety where students can draw obstacles of standard shapes
and sizes and assign the starting point of the mobile robot. The robot will then navigate among these
obstacles without hitting them and reach the goal point given by the user. Parameters associated
with the different algorithms may also be changed to observe their effects which will further enable
comprehension of characteristics of different path planning algorithms. The program is developed
in Visual C# for Windows platforms. Different algorithms employed in the software are potential
field, vector field histogram plus and local navigation.
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1. INTRODUCTION

IN ENGINEERING EDUCATION one of the
basic problems is understanding theoretical know-
ledge gained in engineering courses and its use in
practice. For this purpose, various experimental
exercises or real physical training systems are being
developed for education of students. Because of
the use of special hardware resources and their
expensive nature the design of physical systems has
become difficult. One efficient way is the use of
different educational tools for improving the theo-
retical and practical background and also the
educational level of undergraduate and graduate
students. In this paper the development of an
educational tool for robotics courses is considered.

Engineering education has gained impetus by
explosion of the pace of development of informa-
tion technologies. Because of this, students have
become exposed to various educational platforms
starting from the first year. The computer program
which we are introducing in this paper serves the
purpose of increasing the understanding of
students as to how robots can move in a prede-
termined environment avoiding obstacles of stand-
ard shapes and sizes, utilizing different navigation
and path-planning algorithms. The objective of the

software is to let the students understand the main
idea behind some of the well-known robot naviga-
tion algorithms and the differences in performance
between them.

Different types of commercially available
computer simulators are available in all branches
of science and engineering education. Some exam-
ples are: electronic simulation package B2 Spice [1],
microcontroller electronic simulator Proteus [2], a
chemical engineering simulator MDDS [3], a
graphical simulation software for complex
dynamic systems VisSim [4], a powerful mathema-
tical tool for simulating all types of complex
engineering systems MATLAB [5, 6, 7], and
many more. The use of mobile robots in robotics
education has gained popularity over the last two
decades. Different applications can be discussed
for mobile robot navigation which include trajec-
tory tracking, target tracking, navigation, path
planning and obstacle avoidance. Examples of
such applications include behaviour-based naviga-
tion of a vehicle which has a combination of
behaviours, including trajectory tracking [8, 9],
target tracking [10], obstacle avoidance [11±13],
landmark recognition systems and soccer robot
navigation for mobile robot navigation [14].
Nowadays fuzzy logic-based mobile robot naviga-
tion is used both for indoor and outdoor applica-
tions of structured laboratory environments.* Accepted 2 November 2009.
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Researchers have proposed various control strate-
gies for unknown and dynamic real world condi-
tions using internet-based mobile robot
navigation, an example of which is the enabling
of users to remotely control a robot manipulator
or a mobile robot.

Many educational institutions are now offering
courses in robotics. For example, Carnegie Mellon
University (CMU) offers undergraduate, as well as
MS and Ph.D. level courses in robotics [15]. A
summer camp program, RoboCamp [16], is offered
by the National Robotics Engineering Consortium
with the aim of teaching the practical aspects of
building and programming mobile robots during
the summer vacation. Another summer vacation
educational robotics program is the Andrew's
Leap [17], run by the CMU with the aim of
teaching the programming of mobile robots to
students. In addition to teaching, many colleges
and universities organize robot competitions, such
as robot navigation and speed competitions [18],
maze navigation [19] competitions and so on.

Mobile robots systems are usually driven by
microcontroller-based control systems. The archi-
tecture of these control systems provides different
functionalities to accomplish specific robotic tasks.
Traditionally, research in robotics is focused on
the algorithms used to accomplish fundamental
activities, such as path planning and robot naviga-
tion.

Robotics simulation is not new and several
educational establishments with varying capabil-
ities have been developed by various researchers in
the past in order to inspire students' interest in
mobile robotics and motivate them to participate
actively in the learning process.

The educational robotic system presented in [20]
has a multi-layered architecture. It has three types
of tutoring tours: fully-guided, unguided and
guided. The fully guided tour is a demonstration
tour that demonstrates basic concepts without any
intervention by the student. The unguided tour, or
free tour, does not determine any order or any
tasks at all. This tour provides generic tools to the
user and lets him/her customize the experiment
according to needs. These generic tools include a
2D model for the robot and the lab, an odometry
data panel, a sonar data panel, a laser data panel, a
motion controller and a network camera.

The guided tour aims to present different speci-
fied courses with direct interaction between the
student and the tutor. The authors show that the
EDURobot allows students to run any type of
simulation of path planning algorithms with any
set of desired parameters. In this system,
commands are given to send the robot to a certain
room and it is generated using the sequencer by
combining various simple skills such as GoTo-
Point, FindDoorLaser, Approach-Door, Cross-
Door and WallFollowing. In addition, a low-
level commands editor is now under development
to facilitate interaction with the remote robot using
low-level commands or a group of commands in

the form of a programming script. The user will be
able to teleprogram the robot or to send low-level
commands via the Internet to the robot's base
server to perform many tasks, such as adjusting
the robot control parameters, increasing/decreas-
ing robot velocity, reporting battery state, setting
the Watch Dog timer, that can be used for safety
or diagnostic purposes, etc.

The educational mobile robot platform MBR-01
presented by Gunes & Baba [21] was designed as
an educational tool for the course `Control and
Robotics'. Its aim is to teach the fundamental skills
of control systems, autonomous robots, FLC,
image processing, edge detection, RF commun-
ication techniques and internet-based remote
control. The speed control of MBR-01 has a
trajectory-tracked curvature using fuzzy algo-
rithms. This simulator gives students the ability
to control the speed and position of an autono-
mous mobile robot, thus providing experience of
using a real environment situation. This software
develops and simulates students' cognitive skills
since, after each attempt to find the correct para-
meters, students are required to develop strategies.
It can be said that the accelerated learning gives
students an invaluable understanding of the course
in a short space of time, providing a safe environ-
ment for teaching and learning.

The MBR is controlled either manually or
automatically on the variable trajectory. In
manual operation, the speed reference value is
entered into the PC screen and position control
can be achieved with constant speed on the selected
trajectory. The fuzzy edge detection user interface
allows students to have an overall understanding
of fuzzy edge algorithms, to simulate and modify
every phase of the operation at anytime, to observe
the effects of a change in the membership functions
on the control action, to observe each active rule
and its output value and to investigate its effects on
the controller.

System RoboLab [22] allows students to work
with a simulation of an industrial robot and carry
out operations with a real robot through tele-
operation. Students perform exercises on the simu-
lated virtual environment and then, after checking
that the results are correct, they can execute them
in the real system by means of the tele-operation
option. Students are able to practice and carry out
correct movement sequences. Once a correct simu-
lation has been effected, students can request the
`main server' to remotely execute the movement
sequences with the real robot. Although the user
interface is always available for executing simula-
tions in the virtual environment, students must
identify themselves as authorized to use the tele-
operation capabilities. The `main server' also
manages the access of several users to the robots,
guaranteeing their orderly access.

A computer program named RoboKol is intro-
duced in [23], which performs path planning for
redundant manipulators and mobile robots using
potential field-based algorithms. Through a
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friendly user interface, the user can interact with
the program and can perform a variety of opera-
tions such as drawing obstacles and robots on the
screen, obtaining two- and three-dimensional
images of the potential field and performing
robot simulations. Although RoboKol was origin-
ally developed for research purposes, it is a conve-
nient tool to teach potential fields, path planning
for redundant manipulators and mobile robots in
engineering education.

Much previous work in robotics education
concentrates on actual robot movements rather
than the path planning or obstacle avoidance
methods. The development of an educational soft-
ware tool that includes several methods allows
students to compare and analyse their results and
improve their understanding of the problems of
robotics. In this paper three different algorithmsÐ
potential field, vector field histogram and local
navigationÐhave been implemented for robot
navigation problems. The development of such a
system will allow students to a better understand-
ing of the problems of obstacle avoidance and their
solution mechanisms. We have designed a simula-
tor for robot path planning which basically draws
a path for a mobile robot in face of obstacles. This
path may be modified with respect to changes to
various parameters for each of three different
algorithms. The start and goal positions may also
be modified and the simulation run again as many
times as desired.

The paper is organised as follows: in section 2,
potential field, vector field histogram plus, and
local navigation algorithms are described. Section
3 describes features of the simulation software.
Section 4 includes simulation results and analysis
of obtained results. Section 5 discusses pedagogical
assessment of the tool and its impact on teaching
and learning. Finally, Section 6 discusses conclu-
sions and suggestions for future work.

2. MOBILE ROBOT NAVIGATION
ALGORITHMS

Navigation is one of the basic problems in
robotics. The research paper [24] classifies robot
navigation algorithms as global and local, depend-
ing on surrounding environment. In global naviga-
tion, the environment surrounding the robot is
known and the path which avoids the obstacles is
selected. Here graphical maps which contain infor-
mation about the obstacles are used to determine a
desirable path [25±28]. The global navigation
problem is solved using different path planning
algorithms. In local navigation, the environment
surrounding the robot is unknown, or partially
known, and sensors are used to detect the obsta-
cles; a collision avoidance system is incorporated
into the robot to avoid these obstacles.

In this paper global navigation using path plan-
ning algorithms and local navigation algorithms
are modelled for a mobile robot to avoid obstacles.

Path planning methods for mobile robots is based
on the idea of finding an optimal and smooth path
consisting of many points close enough to each
other avoiding obstacles. It is possible to have a
path consisting of spline curve segments. The soft-
ware which is the subject of this paper utilizes three
methods.

2.1 Potential field method
Robot dynamic characteristics and navigation

law are important in path planning, where infor-
mation about location of obstacles is used to
determine the desirable path. One of the path
determination methods used in the simulator soft-
ware is the potential field method (PFM) [25]. The
philosophy of the potential field approach is that
the mobile robot moves in a field of forces. The
goal position to be reached is an attractive poten-
tial while each obstacle generates a repulsive
potential. A potential field can be viewed as an
energy field and so its gradient at each position is a
force. Potential fields can be applied locally while
path determination, trajectory planning and
control steps are achieved in one step in real time.

The idea of obstacles exerting virtual repelling
forces towards a robot, while the target generates a
virtual attractive force uses a similar concept that
takes into consideration the robot's velocity in the
vicinity of obstacles. In one example called the
Brooks implementation [27], if the magnitude of
the sum of repulsive forces exceeds a certain
threshold, the robot stops, turns into the direction
of the resultant force vector and moves on. This
method also requires the robot to stop and thus is
not suited for tele-autonomous operation. The
theory of the potential field method is given
below briefly.

A potential, ��r� is defined by the Laplace
equation r2� in a closed region, 
, of continuous,
equal connectivity. The boundary of 
, @
 does
not have to be connected. It includes the surfaces
of all obstacles and the goal point. ��r� � �2 at the
surfaces of obstacles and ��r� � �0 at the goal
point. There are no local minima on ��r�. Never-
theless, the exponential decay of the field from any
point leads to areas where the magnitude of the
gradient on �; jr�j, is very small while the range of
|r�| may be very large. The field decays rapidly
near the goal, and far from the goal there is only a
slight change in the field.

In this project, the potential value is calculated for
each point on the grid by using the Laplace equation
where the value of the field at the goal point is set to
the value of ±2124 and boundary points are zero.

The Laplace equation in two dimensions is
represented on an equally spaced and connected
grid by the following partial differential equation:

��i; j� �
��i�1; j� � ��iÿ1; j� � ��i; j�1� � ��i; j�1�

4
�1�

where i is position on the grid in the x direction, j is
position on the grid in the y direction. The
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potential value given above for each grid point is
referred to as the gridValue, a two-dimensional
array. gridSize is the parameter that determines the
length and width of the grid cell.

Field values are calculated for any point in the
workspace by using linear interpolation.

Passing two parameters a and b into the function
field, we use the following sets of equations to
determine the field value at any given point that is
anywhere on the canvas (i.e. can be anywhere
within the grid). In this algorithm, gridSize is the
length and width of each grid cell. numberofGri-
dLinesX and numberofGridLinesY are the number
of grid cells along the X and the Y axes. dx and dy
are the differential values for x and y values. sx and
sy are simply approximations. bot1 and bot2 are
calculated values which eventually are used to
calculate the potential field value at any given
point, i.e. this is linear interpolation. Computing
of potential field is given in the following fragment:

x = a / gridSize
y = b / gridSize;
gridx = numberOfGridLinesX + 1
gridy = numberOfGridLinesY + 1

dx = xÐFloor(x)
dy = yÐFloor(y)
sx = Floor(x)
sy = Floor(y)
bot1 = (1.0Ðdy) * gridValue[sx, sy] + dy *

gridValue[sx, sy + 1]
bot2 = (1.0Ðdy) * gridValue[sx + 1, sy] + dy *

gridValue[sx + 1, sy + 1]

field(a,b) = dx * bot2 + (1.0Ðdx) * bot1

The mathematical function Floor(x) returns the
largest integer less than or equal to the specified
double-precision floating-point number.

One problem with potential fields is that they
may have local minima where the robot gets
trapped before reaching the goal. Another situa-
tion which may cause local minima is closely
spaced obstacles. Because of this, the potential
field approach can also be applied globally by
means of numerical potential fields or navigation
functions that can be defined on a grid without
local minima. Another problem with potential
fields is unstable oscillation where the dynamics
of the robot and/or the environment becomes
unstable. This may be caused by high speeds,
narrow corridors or sudden changes in movement.

Since a point robot can be defined as a mobile
robot with no dimension, it can simply reach the
goal by following the gradient descent. The mobile
robot is moved towards the goal in such a way that
the centre of the robot is moved from the current
point to the next point on the path while the
orientation of the robot is taken as the tangent
angle of the current point.

Finding the tangent angle at each point of a
given path and then calculating the updated robot
position is a simple process as specified below:

top � field�robx; robyÿ 1�
bottom � field�robx; roby� 1�
left � field�robxÿ 1; roby�
right � field�robx� 1; roby�

robx and roby are the current x and y positions of
the mobile robot respectively.

� � tanÿ1 topÿ bottom

leftÿ right
�2�

xmin � lineLength � cos �� �
ymin � lineLength � sin �� �
robx � robx� xmin

roby � roby� ymin

where, lineLength is a parameter which sets the
distance the mobile robot travels at each simula-
tion tick and the routine field(x,y) calculates the
potential field value given by the gridpoint x and y.

2.2 Vector field histogram plus method
The Vector Field Histogram Plus (VFH+)

method [26] includes four stages for computing
direction of robot motion. In the first three stages
the two-dimensional map grid is transformed into
one-dimensional polar histograms. These are
implemented using a primary polar histogram, a
binary polar histogram and a masked polar histo-
gram. In the last stage, using a masked histogram
and cost function the algorithm selects the suitable
direction for the robot. A brief description of these
stages is given below.

In the VFH+ method, there exists a circular
window with diameter ws where the robot scans
its environment. This forms our histogram grid
which has dimension ws x ws. In this histogram
grid, each cell has a certainty value ci,j which has
the value 1 where we are confident that there exists
part of an obstacle and has value 0 where there is
no obstacle. In the developed algorithm where
obstacles are represented as rectangles and ellipses
in a static environment, the circular window
mentioned above is obtained from a two-dimen-
sional array called savepoint which holds the
information whether each cell is part of an obstacle
or not. Next step is to build a primary polar
histogram. In order to do that, we need to calculate
the vector magnitude mi,j of each cell.

mij � c2
ij aÿ bd2

ij

� �
�3�

Where, ci,j is the certainty value of active cell, di,j is
the distance from active cell to the RCP (Robot
Centre Point) and the parameters a, b are chosen
according to the following equation:

aÿ b
ws ÿ 1

2

� �2

� 1 �4�

EDURobot: an Educational Computer Simulation Program 21



Based on the obstacle vectors, the primary polar
histogram Hp is built. Hp has an angular resolution
� so that s � 360=� is an integer, resulting in a
fixed number of angular sectors over which the
histograms are built. The method uses an analyti-
cally determined low-pass filter to compensate for
the width of the robot. Obstacle cells are enlarged
by the rr+s � rr + ds where rr is the robot radius and
ds is the minimum distance between the robot and
the obstacle. With the obstacle enlarged by rr+s, the
robot can be treated as a point-like vehicle. The
width compensation method is implemented effi-
ciently by enlarging the obstacles while building
the primary polar histogram. The equation to
determine primary polar histogram can be calcu-
lated using the enlargement 
ij angle, vector direc-
tion �ij and polar obstacle density H

p
k calculated

for each k-th sector.


i; j � arcsin
rr�s

di; j

� �
; �i; j � arctan

yj ÿ y0

xi ÿ x0

� �
�5�

H
p
k �

X
i; j2Ca

mi; j:h
0
i; j �6�

where

h
0
i; j � 1; if k � � 2 �i; j ÿ 
i; j; �i; j � 
i;j

� �
0; otherwise

�
�7�

Here, xo , yo are present coordinates of the Robot
Centre Point, and xi, yi are coordinates of the
active cell ci, j.

The result of this process as mentioned above is
a primary polar histogram that takes into account
the width of the robot. The h 0 function also serves
as a low-pass filter and smoothes the primary polar
histogram. Since the histogram is built around the
current robot position, independent of its orienta-
tion, this first stage of the algorithm can be
implemented very efficiently by the use of tables
of the size ws x ws. Based on the primary polar
histogram H p and the two thresholds, � low and
� high, a binary polar histogram (H b) is built. The
sectors of H b are either blocked (1) or free (0). The
binary polar histogram indicates which directions
are free for a robot that can instantaneously
change its direction of motion. At time n, the
binary polar histogram are updated by the follow-
ing rules.

Hb
k;n �

1; ifH
p
k;n > � high;

0; ifH
p
k;n < � low;

Hb
k;nÿ1; otherwise

8><>: �8�

The VFH+ method uses a simple, but closer
approximation of the trajectory of most mobile
robots. It assumes that the robot's trajectory is
based on circular arcs (constant curvature curves)
and straight lines. The maximum trajectory curva-
ture of a mobile robot is often a function of the
robot velocity. The faster the robot travels, the

smaller the maximum curvature. The minimum
steering radius can be zero for a differential drive
robot if it has zero traversal speed otherwise it has
a certain value which is fixed in our software.
There is another parameter on the other hand
which is called minDistance(the minimum distance
between the robot and the obstacle) that can be
varied between 1 and 10. It is used in the building
of primary polar histogram. The next stage after
binary polar histogram is the masked polar histo-
gram that shows which directions of motions are
possible. It is determined according to the follow-
ing rules:

Determine 'b. Set 'r and 'l equal to 'b.

Here 'l is left angle, 'r is right angle, and
'b � �� � is defined as direction opposite to the
current direction. The limit angles 'l and 'r are
obtained by checking every active cell using the
following two conditions:

An obstacle cell blocks the directions to its right if:

. Condition 1: dr
2 < (rr � rr+s)

2

An obstacle cell blocks the directions to its left if:

. Condition 2: dl
2 < (rl � rr+s)

2

For every cell Ci,j in the active window Ca with
ci; j > �

If �i; j is to the right of � and to the left of 'r, check
condition 1. If condition is satisfied, set 'r equal to
�i; j

If �i; j is to the left of � and to the right of 'l , check
condition 2. If condition is satisfied, set 'l equal to
�i; j

If the robot's sensors are not very reliable, 'r and
'l could also be determined in a more stochastic
way. Instead of comparing the cell certainity values
to a threshold, we could build a polar histogram
whose sector values indicate the certainity that a
sector is blocked because of robot dynamics. The
values for 'r and 'l could then be determined by
applying a threshold to this histogram. As the first
method is more efficient, the second method
should only be applied if really necessary.

With 'r, 'l and the binary polar histogram, the
masked polar histogram can be built.

Hm
K � 0 if Hb

K � 0 and (k;/) �f�'r; ��; ��; 'l �g (9)

Hm
K � 1 otherwise

Fourth stage is the selection of the new steering
direction and is done according to the following
rules:

The masked polar histogram shows which direc-
tions are free of obstacles and which ones are
blocked. However, some free directions are better
candidates than others for new direction of
motion. The VFH+ method first finds all openings
in the masked polar histogram and then deter-
mines a set of candidate directions. A cost function
that takes into account more than just the differ-
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ence between the candidate and the target direction
is then applied to these candidate directions. The
candidate direction kd with the lowest cost is then
chosen to be the new direction of motion. In the
case of a goal-oriented robot, which is our case, we
obtain between one and three candidate directions
for each opening in the masked polar histogram.

Next we need to define an appropriate cost
function that selects the new direction of motion
'd . The cost function has three terms. The first
term is responsible for goal-oriented behaviour
while the second and the third terms make the
mobile robot commit to a direction. The cost
function is as follows:

g�c� � �1 � ciki� � � �2 � ci
�a

�

� �
� �3 � cikd;nÿ

ÿ �
�10�

where,

� c1; c2� � � min c1 ÿ c2j j; c1 ÿ c2 ÿ sj j; c1 ÿ c2 � sj jf g
The first term of our cost function g(c) represents
the cost associated with the difference of a candi-
date direction and the target direction. The larger
this difference is, the more the candidate direction
will guide the robot away from its target direction,
and hence the larger the cost.

The second term represents the cost associated
with the difference of a candidate direction and the
robot's current wheel orientation. The larger the
difference is, the larger the required change of the
direction of motion.

The third term represents the cost associated
with the difference of a candidate direction and
the previously selected direction of motion. The
larger the difference is, the greater the change of
the new steering command.

Only the relationship between the three para-
meters is important. To guarantee a goal- oriented
behaviour, the following condition must be satis-
fied:

�1 > �2 � �3:

If a smooth path is more important than variations
in the steering commands, then �2 should be set
higher than �3. If smoothness of the steering
commands is more important, then �3 should be
set higher than �2. Experiments have shown that a
good set of parameters for a goal-oriented mobile
robot is:

�1 � 5; �2 � 2; �3 � 2:

2.3 Local Navigation Method
A Local Navigation Method (LNM) with obsta-

cle avoidance is considered for mobile robots in
which the dynamics of the robot are taken into
consideration. The goal is known but the geometry
and the location of the obstacles are unknown. The
mobile robot position is represented by the Carte-

sian coordinates and can move in three directions,
forward, left or right. The starting point and goal
points of robot are given. Using these points, the
directional angle of robot ��t� �0 � ��t� � 2�� is
determined. There may be obstacles in the plane of
motion and the objective is to navigate the robot to
the goal avoiding the obstacles.

To determine optimal path the following navi-
gation law is used [24]:

�
: �t� � ÿ����t� ÿ ���t�� �11�

Where ��t�is current directional angle of robot,
���t� is desirable path, � is positive constant.

The problem is to navigate the robot to its goal
avoiding obstacles, by switching ���t� based on the
information available from threeÐleft, centre and
rightÐdistance sensors.

The only information needed about the local
environment is the distance of obstacles deter-
mined in three directions: distance to the obstacle
a degrees to the left of the center, dl , distance to
the obstacle a degrees to the right of the center, dr ,
distance to the obstacle along the path to the goal,
dc. If the sensors measure a distance further than
dmax, the sensor returns a ±1 value.

The angle ���t� at which the robot will travel is
determined according to the values of the dl

(distleft), dr (distright) and dc (distcentre). The
angle at which the robot will turn is given by
���t� (thetaalpha) while the angle to the goal is
given by ��t� (theta). ���t� is determined as:

if (distcenter > 0)
if ( (distleft < 0) and (distright < 0) )

thetaalpha = theta + pi/2;
else

if ( (distleft < 0) or (distright < 0) )
thetaalpha = theta + Sign(distleftÐdistright)

*(pi/2Ðepsilon) + Sign(distleftÐdistright) * pi;
else thetaalpha = theta +Sign(distleftÐdistright) *
(pi/2Ðepsilon);

else
thetaalpha = theta;

here, pi =3.14,
epsilon = tanÿ1��dcos / ÿ distcentre�=dsin /�
��t� is determined as

thetat = tan±1 goalYÿroby
goalXÿrobX

� �
if (thetat < = theta)
thetat = thetat + pi
else thetat = thetatÐpi

The new angle at which the robot will travel is
determined as:

if ( (distcenter < 0) and ( (distleft > 0) and(dist-
right > 0) ))

thetanew = thetaalpha;
else if (distcenter > 0)
if ( ((thetat > thetaalpha) and (thetaalpha >

theta) ) or ( (thetat < = thetaalpha) and (thetaalpha
< = theta) ))

thetanew = thetat;
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else thetanew = thetaalpha;
else if ( ((distleft < 0) and(thetat > = theta) ) ||

( (distright < 0) or (thetat < = theta) ))
thetanew = thetat;

else thetanew = thetaalpha;
theta = thetanew

The resulting path is modified with the parameters
dmax and �. Where dmax = max(distleft,distright).
As you adjust the parameter dmax, the user of the
program can observe that the path will get away
from the obstacle. As you drop alpha below 10o,
the user will see that there will be distortions in the
path.

3. THE SIMULATOR SOFTWARE

The software package has been developed for
implementation of path planning and navigation
algorithms on the PC, using visual C# in Windows
environment. The selection of navigation algo-
rithm and algorithm parameters can be observed
and modified via the user interface. The program
menu includes File, Edit, Draw, Simulate, Settings,
Parameters and Help pull-down menus. Under the
File menu, there are the options New, Open, Save,
Save As and Quit that will allow students to save
the configuration to a file and later retrieve it.
Under the Edit Menu, there is Cut, Copy, Paste,
Cancel or Clear.

The procedure which was followed to develop
the software was to first design a user interface
where we can draw obstacles of standard shapes
(rectangles and ellipses) and sizes using the Draw
menu.

The next step was to develop a user interface
under the Settings menu where the user can enter
the starting and ending coordinates of the path of
the mobile robot. Under this menu, there is also a
dialogue box where students can enter the unit size
of the grid and the number of grid lines along the x
axis and the number of grid lines along the y axis
as well as an interface which allows them to adjust
the linelength between 0.1 and 1.

Linelength is the amount of length on the path
undertaken before the algorithm checks the
surroundings again.

Under the Simulate menu, students are given the
option to run a potential field algorithm, adaptive
navigation algorithm, or vector field histogram
plus an algorithm on the same configuration.
One of the nice points about the simulator is that
the three algorithms can be run at the same time
and this enables students to compare the results
and learn more about the differences between the
algorithms. The software also lets the user know
about the running times of each algorithm and the
number of points taken to reach the goal.

Since this software is created for educational
purposes, a pull-down Parameters menu is created
which allows students to change the appropriate
parameters for each algorithm. For potential field

method, the parameters are the number of itera-
tions and gridSize (the length of each grid cell). For
adaptive navigation, these parameters are alpha
and dmax. For vector field histogram plus, the
parameters are workspace size(ws), b, alpha(the
meaning of which is different from the alpha in
adaptive navigation). Note the fact that these are
the parameters which are allowed to change, not
necessarily the only parameters within the algo-
rithm.

4. SIMULATION RESULTS

During a typical run of the program using user
interface, different obstacles can be created, and
starting and goal positions of the robot can be
selected. Then, an algorithm is selected and path
planning or navigation of the mobile robot is
performed. In all of the software runs, the gridSize
has been taken as 1.0 and linelength has been taken
as 0.1. gridSize is the length and width of each cell
on the grid. The number of points generated
indicates the total number of points required to
reach the goal with the selected linelength. That is,
the array that contains the path points has this
number of members.

Figure 1 is a typical run of the EduRobot soft-
ware with only three obstacles. As can be observed
from the figure, all three obstacles were avoided
successfully by the robot using all the algorithms.
Local navigation and Vector Field Histogram
(plus) algorithms gave similar results while poten-
tial field seemed to stay away from the obstacles.
The fastest algorithm was the local navigation,
followed by VFH+ and PFM, as can be observed
from Table 1. PFM algorithm reached the goal
using the minimum number of points, followed by
the VFH+, and then the Local Navigation algo-
rithm.

Fig. 1. Example with three obstacles showing the paths of three
different algorithms. (Start position: 50,50; Goal position:

300,300).
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In Fig. 2, four obstacles are used and the three
algorithms follow a different path having differed
due to configuration and particularly sizes of
obstacles. Potential Field and VFH+ follow one
side and local navigation follows the other side of
obstacles. The arrangement in terms of time taken
to reach goal is same as the configuration in Fig. 1.
The number of points generated in this case is least
with local navigation, higher with PFM and the
highest with VFH+. Table 2 shows the statistics
for Fig. 2 with the fastest algorithm being the local
navigation, followed by the VFH+.

In Fig. 3, five obstacles are considered in order
to see differences between the simulation results of
the algorithms. In this run, parameter alpha of
local navigation is varied to obtain the correct
obstacle-avoiding behaviour. Possibly due to this
reason local navigation gives the highest number
of points generated although it is the fastest, while
VFH+ and PFM come next in number of points
generated, with VFH+ being much faster than
PFM.

The last simulation is shown in Fig. 4 and Fig. 5
where the parameters are changed from their
default values. Figure 4 shows the results of the

Table 1. Statistics for Fig. 1.

Algorithm
Time taken to reach

goal (ms)
Number of points

generated

PFM 24024 5380
VFH+ 10764 5652
LNM 608 5804

Fig. 2. Another configuration with four obstacles with the start
and end points modified.

Table 2. Statistics for Fig. 2.

Algorithm
Time taken to reach

goal (ms)
Number of points

generated

PFM 26020 3718
VFH+ 6474 3743
LNM 405 3759

Fig. 3. A complex configuration where the path avoids up to
five obstacles. (Start position: 80,50; Goal Position: 450,450).

Table 3. Statistics for Fig. 3.

Algorithm
Time taken to reach

goal (ms)
Number of points

generated

PFM 30763 5610
VFH+ 9640 5650
LNM 702 6367

Fig. 4. Graph before parameters were changed. The parameters
are: PFM: Number of Iterations: 1000, gridSize = 1.00.

VFM(+): ws = 12, minDistance = 1, b = 1.5, alpha = 2.0. LNM:
dmax = 4 units, alpha = 85 degrees (It had to be fixed from 30

degrees to get the correct path), linelength = 0.1.

Table 4. Statistics for Fig. 4.

Algorithm
Time taken to reach

goal (ms)
Number of points

generated

PFM 2682 5431
VFH+ 1325 5538
LNM 764 6304
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three algorithms before the parameters were
changed and Fig. 5 shows the situation after the
parameters were changed. The values of the para-
meters are shown underneath the figure.

What has happened is that in potential field
method the values got out of line as the gridSize
was increased to 5.00 from 1.00 and the time
increased twofold as the number of iterations was
increased from 1000 to 1500. For Vector Field
Histogram plus the workspace size(ws) was
increased from 12 to 22 which dramatically
increased the time taken to reach goal from
11325 msecs to 24070 msecs. The fact that we
increased minDistance from 1 to 10 has taken the
path away from the obstacles. The other para-
meters for VFH+ remained constant (namely b
and alpha). Finally there is the Local Navigation
parameters where the parameter dmax has been
increased from 4 units to 8.5 alpha, for local
navigation had to be increased from 30 to 85
degrees to fix the path. The change was again a
slight movement of the path away from the obsta-
cles.

5. CASE STUDYÐOPINION OF STUDENTS

A pilot study was carried out at the Near East
University to find out the opinions of students to

using the EDURobot simulation program. The
study consisted of a carefully prepared question-
naire, completed by undergraduate students who
used the EDURobot simulation software as part
of their normal lecture sessions during one month.
The aim of the questionnaire was to learn the
opinions of students about the usefulness of the
system.

Forty-four questions from eight subjects were
prepared using the Likert-5 scale. participants were
given time to complete the questionnaires at the
end of their training. Training included the presen-
tation of theoretical and practical sections. In the
theoretical section the navigation problem of
mobile robots, the methodologies used for naviga-
tion were explained. After the theoretical section
students attended their laboratory sessions. In
these laboratories the EDURobot simulation soft-
ware was used with different parameters.

After completion of the practical section,
evaluation of the simulator software was done by
students by completing the questionnaire. The
results of the questionnaire were analysed using
the SPSS statistical package and below is a
summary of the important outcomes:

. A majority of students (85%) strongly agreed
that the EDURobot simulation software is easy
to use and is user friendly.

. Over 90% of students agreed that the effects of
parameter changes can easily be observed.

. A majority of students (89%) agreed that the
simulator had helped them to understand the
functional differences between the three differ-
ent algorithms.

. Over 94% of students agreed that they were able
to thoroughly understand the PFM, VFH+ and
LNM algorithms.

. Finally, all of the students agreed that a com-
puter simulation is an effective way for them to
learn.

6. CONCLUSIONS AND SUGGESTIONS
FOR FUTURE WORK

The development of a computer simulation
program called EDURobot for navigation of
mobile robots in the presence of obstacles has
been described. The different local and global
navigation methods are considered for software
application. The objective of the software was to
improve student understanding of robotics naviga-
tion.

EDURobot is an interactive program used
successfully in laboratory sessions at the Near
East University. A software workspace is set by
students using the GUI facilities of the software.
The workspace consisted of drawing obstacles and
robot starting and goal points on the screen.
Various parameters of the algorithms can be
adjusted by students and this helps them to

Fig. 5. Graph after parameters are changed. The parameters
are: PFM: Number of Iterations: 1500, gridSize = 5.00.

VFH(+): ws = 22, minDistance = 10, b = 1.5, alpha = 2.0. LNM:
dmax = 8.5 units, alpha = 85 degrees (It had to be fixed from 30

degrees to get the correct path), linelength = 0.1.

Table 5. Statistics for Fig. 5.

Algorithm
Time taken to reach

goal (ms)
Number of points

generated

PFM 45396 6436
VFH+ 24070 5779
LNM 1544 6465
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compare the advantages and disadvantages of the
algorithms.

Results show that the software tool increased
student knowledge and understanding of robotics
and gave them a better insight into the various

robotic path planning and navigation algorithms.
Considering the interest and enthusiasm of
students it is planned to include the developed
tool as a permanent experiment of undergraduate
robotic laboratory work.
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APPENDIX

Extract from Questionnaire

QUESTIONNAIRE

Criteria Sub-Criteria Strongly Agree Agree Neutral Disagree Strongly Disagree

User Friendliness EduRobot is easy to use and user-friendly 17 4

My interaction with the EDURobot tool is

clear and understandable. 16 5

EDURobot is not difficult to use 12 9

The tool has visual capability to facilitate

the understanding of the various path

planning algorithms 14 7

Changing of parameters is easy and has

significant impact 15 6

Application-specific I have the ability to set the start and

self-efficiency and goal positions of the path plan 14 6 1

I have the ability to place obstacles anywhere

in the grid 14 7

I have the ability to run any of the three

different algorithms for any configuration 13 6 2

I can observe the effects of changes in the

parameters easily 12 8 1

I can thoroughly understand the differences

in functioning between the three different

algorithms 10 8 3

The features and I can observe the numerical results easily 12 9

functionality of

the software
I can observe the graphical results of

EDURobot easily 11 10

I can observe the location, sizes and shapes

of the obstacle easily 13 8

I can easily record the planning parameters 10 8 3

The suitability of I liked working with EDURobot in teams 18 3

Working in groups with EDURobot

developed my interpersonal skills 9 8 4

Working with EDURobot enabled me to

develop a better understanding of path

planning algorithms 14 7

It was beneficial to turn my theoretical

experience to practice 9 10 2

The simulator can help me to improve the

quality of my vocational education 10 8 3
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