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A decision tree model has been developed to predict student performance in Engineering Dynamics
based on 750 data records collected from 125 students in two semesters. The predictor variables
include a student’s cumulative GPA and scores in four prerequisite courses: Engineering Statics,
Calculus I, Calculus II, and Physics. The model generates nine decision rules and shows that a
student’s performance in Statics and cumulative GPA play the two most significant roles in
governing the student’s performance in Dynamics. The prediction accuracy of the model is more
than 80%, which is at least 14%% higher than that of the traditional multivariate regression model.
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1. INTRODUCTION

1.1 Predictive modeling of student performance in
Engineering Dynamics

ALMOST EVERY MECHANICAL or civil
engineering student is required to take Engineering
Dynamics—a high-enrollment, high-impact, and
core engineering course. This course is widely
regarded by students as one of the most difficult
courses, and many students fail because it covers a
broad spectrum of foundational engineering
concepts and principles [1-3], such as motion,
force and acceleration, work and energy, impulse
and momentum, and vibrations for both a particle
and a rigid body. Prediction of student perfor-
mance in Engineering Dynamics is important
because not only does it help the instructor develop
effective course curriculum and teaching strategies,
but also facilitates students’ increased understand-
ing and development of effective learning strategies
[4-6].

1.2 Decision trees

A wide variety of mathematical techniques has
been employed in predictive modeling for various
applications, including both traditional statistical
techniques [7] (such as regression and correlation
analysis [8]) and modern data mining techniques
[9-11], for example, rough sets [12], fuzzy sets [13],
neural networks [14], Bayesian networks [15],
genetic algorithm [16], and decision trees [17-19].
As an advanced data mining technique for multiple
variables analysis, decision trees have recently
received growing attention in research in many
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disciplines including engineering, business, medi-
cine, education, and so on.

Decision trees are generated by splitting a collec-
tion of data records into branch-like segments
using a sequence of decision rules [17-19]. These
segments generate an inverted decision tree that
originates with a root node at the top of the tree.
Each internal node denotes a test on an attribute.
Each branch represents an outcome of the test.
Leaf nodes represent class distribution. The algo-
rithms that are commonly employed to generate
decision trees include ID3 (Iterative Dichotomiser
3 [20]), C4.5/C5.0 (the expanded ID3 algorithm
[21]), CART (Classification and Regression Tree
[22]), and CHAID (Chi-squared Automatic Inter-
action Detector [23]), and so on. Different splitting
criteria are also employed to determine the order in
which attributes must be chosen to split the data,
i.e. to generate tree branches. For classification
trees, the splitting criteria commonly employed
include entropy reduction (information gain),
GINI index, and chi-square. For regression trees,
the splitting criteria commonly employed include
variance reduction and F-tests [17-19].

Decision trees have several advantages over
traditional statistical techniques [17-19]. For ex-
ample, a decision tree structure provides an explicit
set of “if-then” rules (rather than abstract mathe-
matical equations), making the results easy to
interpret and use. Decision tree algorithms process
both continuous and categorical data. By finding a
strong or weak relationship between input values
and target values in a group of observations that
form a dataset, decision tree algorithms can also
identify the relative importance of each factor
investigated.
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1.3 Research questions and the scope of the
present study

The overall goal of the present study is to
develop a decision tree model to predict student
performance in Engineering Dynamics. The objec-
tive is to answer the following three research
questions:

1) What specific “if-then” rules can be generated
to predict student performance in Engineering
Dynamics?

2) To what extent a student’s cumulative GPA
and performance in prerequisite courses affect
student performance in Engineering Dynamics?

3) Are decision tree predictions more accurate
than the predictions from the traditional regres-
sion-based statistical approach?

The decision tree model developed in the present
study includes one outcome/dependent variable
(i.e. a student’s score in Dynamics) and five
predictor/independent variables including the
student’s cumulative GPA and scores in four
prerequisite courses: Engineering Statics, Calculus
I, Calculus II, and Physics. Among these five
predictor variables, GPA is a comprehensive
measurement of a student’s cognitive level and
problem-solving skills. Statics is the immediate
prerequisite course for Dynamics, and numerous
concepts of Statics (such as Free Body Diagram)
are employed in Dynamics. Calculus I and II
measure a student’s advanced mathematical
skills. Physics measures a student’s fundamental
understanding of physical principles behind vari-
ous phenomena.

It must be pointed out that the scope of the
present exploratory study is limited in the investi-
gation of the effects of five cognitive factors (i.e.
the five above-stated predictor variables) on
student performance in Dynamics. The effects of
a student’s non-cognitive factors (such as learning
style, motivation and interest, time devoted to
learning, family background, race, and many
others [24-27]), the instructor’s teaching effective-
ness and preparation [28], as well as teaching and
learning environment (including the use of new
instructional technologies) [29] on student perfor-
mance is beyond the scope of the present explora-
tory study and will be dealt with in future work.

1.4 Novelty and significance of the present study

The present study is innovative because no prior
literature exists that applies the decision tree
approach (or any other data mining and statistical
approaches) to model student performance in the
Engineering Dynamics course. In prior literature,
decision trees were used on other topics, such as
business management, production planning and
control, student behavior on web-based online
courses, student satisfaction to teaching, student
persistence to a science or engineering degree [4,
17-23, 30-32]. Selected examples from our exten-
sive literature review are provided in the following
paragraphs.

Minaei-Bidgoli et al. [4] employed a variety of
classification approaches, including the decision
tree approach, to classify students in order to
predict their final grade based on features
extracted from logged data in an education web-
based system. The data they collected included
when, for how long, and how many times students
access web sources, the number of correct
responses students gave on assigned problems,
the pattern of correct and incorrect responses, etc.

Thomas and Galambos [30] employed the chi-
squared automatic interaction detector (CHAID)
algorithm for decision tree analysis to investigate
how students’ characteristics and experiences
affect satisfaction. They concluded that, compared
to regression analysis, “decision tree analysis
contributed a different perspective by identifying
different predictive variables and differences
within the student body that shed new light on
the heterogeneity of college students.”

Nghe et al. [31] applied decision tree and Baye-
sian network algorithms to predict a student’s
overall performance in the third year using student
records and GPA at the end of the second year at
two universities. They concluded that decision tree
was consistently 3—12% more accurate than Baye-
sian network.

Most recently, Mendez et al. [32] applied deci-
sion trees to study the factors associated with a
student’s persistence to earn a science or engineer-
ing degree. Their research shows that high school
and freshmen GPAs have highest importance for
predicting persistence, and other factors such as
the number of science and engineering courses
taken freshmen year are important for subgroups
of the student population.

However, no literature was found on applying
decision trees to predict student performance in
Engineering Dynamics. By answering the three
research questions in subsequent sections of this
paper, the present study makes a series of new
research findings that were not reported in prior
literature. For example, the present study reveals
that a student’s Statics performance and cumula-
tive GPA play the two most significant roles in
governing the student’s performance in Dynamics.
The major research findings will be summarized at
the end of this paper.

The results of the predictions from the present
study can be used to help develop an effective
teaching strategy to improve student learning of
Dynamics. For example, an instructor can use the
predictions to identify the number of students who
will perform well, averagely, or poorly in the
Dynamics class. If the predictions indicate that the
number of “academically at-risk™ students is signif-
icant, an appropriate instructional strategy must be
adopted to accommodate the particular needs of
those students. The predictions may frustrate those
students and challenge the way they have to learn
engineering. In this latter case, the instructor must
pay particular attention to those students in order to
help them succeed in the Dynamics course.
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1.5 Structure and contents of this paper

This paper includes three major sections as
follows. 1) The “Data Collection” section that
describes how data were collected for this research.
2) The “Decision Tree Modeling and Validation”
section that answers the first and second research
questions. 3) The “Comparison of the Decision
Tree Approach with a Traditional Multivariate
Statistical Approach” section that answers the
third research question.

2. DATA COLLECTION

A validated total of 750 data records (without
missing or conflicting data) were collected from
125 students in Semester A (45 students) and
Semester B (80 students). Each student was asso-
ciated with six data records including cumulative
GPA (numerical values 0.0-4.0) and scores (i.e.
letter grades A, A—, B+, B, B-, C+, C, C—, D+, D,
or F) in five course: Dynamics, Statics, Calculus I,
Calculus II, and Physics. The Dynamics course
was taught by different instructors in Semester A
and Semester B.

Table 1 shows the demographics of the 125
students in terms of their sex (male or female)
and majors (mechanical engineering, civil engin-
eering, or other majors). In two semesters, 113
(90.4%) students were males, and 101 students
(80.8%) were either mechanical or civil engineering
majors.

3. DECISION TREE MODELING AND
VALIDATION

3.1 Pre-processing of the collected data

The decision tree approach processes only cat-
egorical (ordinal or nominal) data, not scale data
with numerical values such as 1.35 and 2.78.
Therefore, a student’s cumulative GPA (numerical
values ranging between 0.0 and 4.0) was first
converted into one of the 11 letter grades (A, A—,

B+, B, B, C+, C, C—, D+, D, or F). See the first
and second rows in Table 2.

The decision tree approach produces a set of
explicitly stated decision rules. However, if the
number of decision rules produced from data is
too large, it is difficult for a user to interpret them
and to use them directly for prediction purposes.
Therefore, in order to reduce the number of
decision rules generated from the decision tree
approach, the above 11 letter grades of a student’s
cumulative GPA were represented by four letter
grades (A, B, C, DF), as shown in the third row of
Table 2. Students’ scores (one of the 11 letter
grades) in Dynamics, Statics, Calculus I, Calculus
II, and Physics were also converted in four letter
grades A, B, C, and DF using Table 2.

3.2 Training dataset and validation dataset

The pre-processed data were divided into two
groups: training dataset and validation dataset. In
Semester A, the training dataset contained the
records from the first 15 students (in alphabetical
order of their last names in the class), and the
records from the remaining 30 students were used
as the validation dataset. In Semester B, the
training dataset had the records from the last 16
students (in alphabetical order of their last names
in the class), and the records from the remaining 64
students were used as the validation dataset. Note
that the training dataset was not subjectively
selected based upon student performance. Table
3 shows the training dataset using Semester A as a
representative example.

3.3 Results and analysis

Based on the training dataset of each semester, a
decision tree was constructed for each semester by
using the popular ID3 (Iterative Dichotomiser 3)
alrogithm [20] that employed the method of top-
down induction of decision trees. The outcome
variable (i.e. dependent variable) is a student’s
Dynamics grade. The predictor variables (i.e.,
independent variables) include the student’s cumu-
lative GPA and grades in Statics, Calculus I,

Table 1. Student demographics (the total number of students = 125)

Mechanical Civil engineering Other

Male Female engineering major major majors
Semester A 42 3 23 13 9
Semester B 71 9 38 27 15
Two semesters 113 12 61 40 24

Table 2. Conversion of cumulative GPA to letter grades

Numerical value 3.835 35 3.165 2.835

Letter grade A A- B+ B

2.5 2.165 1.835 15 1.165 0.835 0
4?0 3.;35 3?5 3.1_65 2.1;35 2?5 2.1_65 1.&;35 ITS 1.1_65 0.8_35
B- C+ C C- D+ D F
C DF

Grade use for modeling A B
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Table 3. Training dataset (semester A as an example)

Student No. 1-15 Dynamics GPA* Statics Calculus I Calculus II Physics
1 C B B C C B
2 B B B B C A
3 B B C C C B
4 B B C C B B
5 B B C B C B
6 DF C C B C B
7 B B B C C B
8 B A B A A B
9 B B C A C A

10 B B B B B B

11 DF C DF A C B

12 C B B B C B

13 C B B C C C

14 DF B C A B B

15 A A A B A A

* Conversion of the cumulative GPA from numerical values (0.0-4.0) to letter grades: 3.5-4.0 = A; 2.5-3.5 = B; 1.5-2.5 = C; below

1.5 = DF. See Table 2 also.

Calculus II, and Physics. To prevent the decision
tree’s growing too large and, therefore, too diffi-
cult to be understood, the maximum depth of the
tree was five, and the maximum number of
branches from a node was three.

Entropy reduction (information gain) [20] was
employed as the splitting criterion to determine the
order in which attributes were chosen to split the
data. Entropy is a concept from Information
Theory that measures the homogeneity of a data-
set, or how disordered a dataset is [17-19]. The
higher the entropy (or uncertainty) of a dataset,
the more information is required to describe the
dataset completely. The decision tree algorithm
aims to decrease the entropy of the dataset until
leaf nodes are reached at which point the subset
has zero entropy and represents instances all of one
class. The entropy of a dataset S is mathematically
expressed as

C
Entropy(S) = Z pilog, pi (1)
i1

where p; is the proportion of instances in the
dataset that take the ith value of the target
attribute.

Information gain (entropy reduction between
two levels) is then calculated as

Gain(S, A) = Entropy(S) — Z

S Entropy(Sy)
veA |S‘

2)

where v is a value of an attribute A, |Sv| is the
subset of instances of S where A takes the value v,
and |S| is the number of instances. On the right-
hand side of Equation (2), the first term is the
entropy of the original dataset S, and the second
term is the expected value of the entropy after S is
partitioned using attribute A.

Table 4 summarizes the major results of decision
tree modeling for the two semesters. Fig. 1 and
Table 5 show, respectively, the structure of the
developed decision tree and the associated decision
rules, both using Semester A as a representative
example. In Fig. 1, the letters (A, B, C, and DF) in
bold frames are Dynamics grades; and the letters in
italics (4, B, C, and DF) are grades of other
relevant courses.

The following observations and analysis can be
made from Tables 4 and 5 and Figure 1.

Table 4. Summary of the major results of decision tree modeling

Training dataset Validation dataset

Number of decision
rules generated*

Prediction accuracy
of the model using
the validation
dataset

Relative importance
of predictor
variables*

Semester A 15 30

Semester B 64

9 GPA: 74.5
Statics: 100
Calculus I: 43.2
Calculus II: 43.2
Physics: 51.6

9 GPA: 68.1
Statics: 100
Calculus I: 24.7
Calculus II: 56.4
Physics: 39.1

83.3%

85.9%

* The data in these two columns were generated from the training dataset, not including the validation dataset.
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Table 5. Associated decision rules (Semester A as an example)

Rule IF THEN
#1 Statics = A Dynamics = A
#2 Statics = B AND Calculus IT = A Dynamics = B
#3 Statics = B AND Calculus II = B Dynamics = B
#4 Statics = B AND Calculus II = C AND Physics = A Dynamics = B
#5 Statics = B AND Calculus Il = C AND Physics = B Dynamics = C
#6 Statics = B AND Calculus II = C AND Physics = C Dynamics = C
#7 Statics = C AND GPA = B Dynamics = B
#8 Statics = C AND GPA = C Dynamics = DF
#9 Statics = DF Dynamics = DF
Statics
A i Z D ‘
Level 1 A Calculus I GPRA DF
A B 8 B o \
Level 2 B B Physics B DF
A bt 8
Level 3 E C C
Fig. 1. Structure of developed decision tree (Semester A as an example).
1) Validation of the developed decision tree developed decision tree for Semester A. A stu-

2)

models.

As shown in Table 4, the prediction accuracy
of the developed decision tree models is more
than 80% for both semesters: 83.3% for Seme-
ster A and 85.9% for Semester B. Note that the
Dynamics course was taught by two different
instructors in Semester A and Semester B.
Students were also different in these two seme-
sters. Therefore, more than 80% of prediction
accuracy in both semesters validates the devel-
oped decision tree models.

Relative importance of the predictor variables.

As shown in Table 4, student performance in
Statics and cumulative GPA are the two most
important variables governing student perfor-
mance in Dynamics in both semesters. The
relative importance of Statics and cumulative
GPA is: Statics 100 and GPA 74.5 for Semester
A; Statics 100 and GPA 68.1 for Semester B. The
specific numerical value of relative importance
of predictor variables varies in different seme-
sters due to the use of different training datasets.

The importance of Statics can also be seen
clearly from Fig. 1. Refer to Level 1 of the

dent’s Dynamics grade decreases as the student’s
Statics grade reduces from A to DF. If the
student’s Statics grade is B or C, other variables
(Calculus II and GPA) take effect, and the
decision tree evolves to Level 2. For a student
whose Statics grade is B and Calculus II grade is
C, another variable (Physics) takes effect, and
the decision tree evolves to Level 3. A set of
decision tree rules was also generated from the
decision tree structure shown in Fig. 1, which is
described as follows.

3) The generated decision rules

As shown in Tables 4 and 5, nine decision
rules were generated for each semester. Each
decision rule (Table 5) provides a simple, literal
explanation to the graphic representation of the
decision tree structure (Fig. 1). For example, if
a student has high performance (grade A) in
Statics, the student also has high performance
in Dynamics, as indicated by decision rule #1.
On the contrary, if a student has poor perfor-
mance (grade DF, or grade C with low GPA C)
in Statics, the student also has poor perfor-
mance in Dynamics, as indicated by decision
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rules #8 and #9. However, if a student gets a
middle grade B in Static, student performance
in Dynamics will be affected by other variables,
as indicated by decision rules #2-#6.

Based on many years of teaching experience
of the authors of this paper, all these decision
rules reflect real-world situations at a typical
university learning environment. Therefore,
these decision rules can be used as general
guidelines to predict student performance in
Dynamics. However, on the other hand, it
also must be pointed out that these decision
rules were generated from the training dataset
employed in the present study. The decision
rules change if using a different training dataset.
When applying the decision tree approach for
predictive modeling of student performance in
Dynamics at another institution of higher learn-
ing, it is suggested that the training dataset be
collected from that particular institution so as
to best and most accurately represent teaching
and learning at that particular institution.

4. COMPARISON OF THE DECISION
TREE APPROACH WITH A TRADITIONAL
MULTIVARIATE STATISTICAL
APPROACH

A variety of traditional multivariable statistical
approaches, such as regression analysis, has been
employed for predictive modeling that involves
multiple outcome and predictor variables. Regres-
sion analysis includes logistic regression and linear/
nonlinear regression. Logistic regression only
applies to an outcome variable that is a categorical
dichotomy (the predictor variables can be either
continuous or categorical) [33, 34]. In the present
study, the outcome variable (i.e. a student’s
Dynamics grade) is not binary and has more
than two values (A, B, C, and DF). Therefore,
logistic regression does not apply to the present
study. The following study is conducted to
compare the prediction accuracy of the decision
tree approach and the multivariate linear regres-
sion approach—one of the most commonly used
approaches in educational research. Through the
data-driven comparison of the two approaches, we
can also develop a deeper understanding of the
advantages and disadvantages of each approach.

4.1 Multivariate linear regression

To make the results comparable, the same train-
ing dataset (see Table 3, for example) and valida-
tion dataset that were used in the decision tree
modeling were employed again in multiple linear
regression analysis for each semester. All letter
grades that a student earned in Dynamics, Statics,
Calculus I, Calculus II, and Physics were converted
to numerical values using standard criteria: A =
4.0, A- = 3.67;, B+ = 3.33; B=3.0, B- = 2.67;
C+=233C=20,C-=1.67,D+ =1.33; D =

1.0; and F = 0.0. A student’s cumulative GPA took
its actual numerical value.

The following regression equations were gener-
ated: Equation (3) for Semester A and Equation
(4) for Semester B.

Dynamics score = -2.039 + 1.654 x GPA - 0.253
x Statics score — 0.500 x Calculus I score +
0.239 x Calculus II score + 0.329 x Physics
score 3)

Dynamics score = -2.391 + 1.256 x GPA + 0.474
x Statics score — 0.333 x Calculus I score +
0.172 x Calculus II score + 0.035 x Physics
score 4)

The coefficient of determination, R?, is 0.781 for
Equation (3) and 0.894 for Equation (4). The R?
values imply that the five predictor variables
account for 78.1% of the variability in a student’s
Dynamics performance in Semester and for 89.4%
of the variability in a student’s Dynamics perfor-
mance in Semester B.

4.2 Comparison of prediction accuracy

The prediction accuracy of the decision tree
approach and the multivariate linear regression
approach is compared in Table 6. As seen from
Table 6, the decision tree approach improves the
prediction accuracy by 16.6% in Semester A and by
14.0% in Semester B.

Using Semester A as an example, Table 7 lists
the detailed, item-to-item comparison of predic-
tions by the two approaches. Bold letters in Table
7 are wrong predictions. Out of 30 validation data,
the decision tree approach made five wrong predic-
tions; however, the linear regression approach
made 10 wrong predictions. All these results
show that the decision tree approach is better
than the linear regression approach.

Furthermore, the developed regression equa-
tions (1) and (2) contain negative coefficients for
some predictor variables, which do not represent
real-world situations. For example, the coefficient
of the “Statics” variable in Equation (1) is —0.253,
which means a student will have higher perfor-
mance in Dynamics if the student performs poorly
in Statics. The coefficient of the “Calculus I”
variable in Equation (2) is —0.333, which means a
student will have higher performance in Dynamics
if the student performs poorly in Calculus I. These
purely mathematical predictions do not make
physical sense in a real-world teaching and learn-
ing environment.

Table 6. Comparison of prediction accuracy

Improvement
Liner Decision by using
regression tree decision tree
Semester A 66.7% 83.3% 16.6%
Semester B 71.9% 85.9% 14.0%
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Table 7. Detailed comparison of predictions (Semester A as an example)

Predictor variables

Dynamics score

Student No. GPA Statics Cal. I

Cal. I

Predicted by Predicted by

Physics Actual decision tree  regression

(9%)

(=)
TEITEAP TP IAEFP>PETITI>PIETAS>E>IE>TE A
PO OAERTOAEEETATOAQATQA>QAPTAOA>A®A
TEPEIPIEFIEFI>PTOATOAFTTAS>OATIE> OB T

TOAFQAPATPOAFTQAPETATATTQAET>ATTOAP> AR

DF DF

= =

FETEPE PRI PEIE > >PII>PIII>QOAO>OOQN>OP>H
PTATOPTTTTTOTFFTTTTAB>Z>TO> Q@
AN OFETIFITOATFTTTTETOATFAZANFATA

>wowE>wwwwwowwwwwww%w>w>ww>

4.3 Relative importance of the predictor variables

Following the American Psychological Associa-
tion guidelines for reporting multiple regression,
Tables 8 and 9 provide the details of regression
results based on the training dataset in Semester A
and Semester B, respectively.

Table 8. Regression results based on the training dataset in
Semester A

Unstandardized coefficients

Standardized
B Standard error coefficients 3
Constant -2.039 1.182
Cumulative GPA 1.654 0.630 0.760
Statics -0.253 0.304 -0.206
Calculus I —-0.500 0.241 -0.436
Calculus 1 0.239 0.259 0.194
Physics 0.329 0.403 0.186

Table 9. Regression results based on the training dataset in
Semester B

Unstandardized coefficients

Standardized
B Standard error coefficients 3
Constant -2.391 0.712
Cumulative GPA 1.256 0.334 0.666
Statics 0.474 0.235 0.349
Calculus I -0.333 0.247 -0.234
Calculus I 0.172 0.229 0.141
Physics 0.035 0.178 0.026

The magnitude (the absolute value) of standard-
ized coefficients (3 listed in Tables 8 and 9 can be
used to estimate the relative importance of the
predictor variables in affecting a student’s
Dynamics performance. In Semester A, the order
of relative importance is GPA > Calculus I >
Statics > Calculus II > Physics. In Semester B,
the order of relative importance is GPA > Statics >
Calculus I > Calculus II > Physics. Comparing
these results with the data shown in Table 4, one
can find that the order of relative importance
changes if using different modeling approaches.
However, both the decision tree approach and
the regression approach highlight the predominant
importance of GPA in affecting a student’s perfor-
mance in Dynamics. This seems reasonable
because GPA represents the comprehensive prob-
lem-solving skills of a student. Therefore, although
with various shortcomings, the traditional regres-
sion approach still has its value in providing
supplemental, supporting insights in interpreting
the prediction results from the decision tree
approach.

5. CONCLUSIONS

As the first exploration to apply the decision tree
approach for predictive modeling of student
performance in Engineering Dynamics, the present
study makes scientific contributions to the body of
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knowledge by answering the three research ques-
tions that were stated before in the “Introduction”
section of this paper. Based on the modeling effort
and analysis on a validated total of 750 student
data records in two semesters, our research find-
ings are summarized in the following paragraphs.
Nine specific “if-then” rules were generated to
predict student performance in Engineering
Dynamics for each semester. For example, if a
student has a high performance (grade A) in
Statics, the student also has high performance in
Dynamics. If a student has a poor performance
(grade DF, or grade C with low GPA C) in Statics,
the student also has a poor performance in
Dynamics. However, if a student gets a middle
grade B in Statics, student performance in
Dynamics will be affected by other variables.
These decision rules generally reflect real-world
situations at a typical institution of higher learning
and can be used as general guidelines to predict
student performance in Dynamics. When extend-
ing the decision tree approach to a particular
institution of higher learning, the suggestions is
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made to collect the training dataset from that
particular institution so as to best and most
accurately represent teaching and learning at that
particular institution.

The decision tree analysis reveals that, in both
Semester A and Semester B, a student’s Statics
performance and cumulative GPA play the two
most significant roles in governing the student’s
performance in Dynamics. The prediction accu-
racy of the developed decision tree models is more
than 80% for both semesters: 83.3% for Semester A
and 85.9% for Semester B. Compared to the
traditional ~ multivariate  linear  regression
approach, the decision tree approach improves
the prediction accuracy by 16.6% in Semester A
and by 14.0% in Semester B. A major shortcoming
of the traditional multivariate linear regression
approach is that the developed regression equa-
tions contain negative coefficients for some predic-
tor variables, which are difficult to interpret
because they do not make physical sense in a
real-world teaching and learning environment.
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