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Instructional awareness is an instructor’s clear and comprehensive understanding of his/her teaching pedagogy and

practice. It affects teaching effectiveness and ultimately student learning. This paper presents a statistics-based,

quantitative, and objective methodology to help develop instructional awareness in teaching a large engineering class

with academically diverse students. The new methodology consists of three steps: collect data on student classwork and

exam performance, identify student academic performance groups, and conduct paired-sample t-tests on each student

group.Acase study,which involved 236undergraduate engineering students in three semesters, is provided to demonstrate

how themethodology canbe employed step by step. The results show that themethodology is valid to revealwhether or not

an instructor’s instructional strategies are more beneficial to one student group than another.
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1. Introduction

Instructional awareness is generally defined as an

instructor’s clear and comprehensive understanding

of many aspects of his/her teaching pedagogy and

practice. For example, how s/he teaches in the class-

room, what technical content s/he teaches, and
whether or not his/her instructional strategies help

improve student learning [1–4]. In occasional cases,

instructional awareness is referred to as ‘‘teaching

awareness’’ [5]. As an increasing number of educa-

tional researchers and practitioners recognize the

effect of ‘‘teachers make a difference’’ on student

learning [6–8], growing attention has been paid to

the study of instructional awareness and how it
affects teaching effectiveness and ultimately student

learning.

Weimer [9] presented a ‘‘five steps to better teach-

ing’’ model:

(1) develop instructional awareness;

(2) seek inputs from colleagues and students;

(3) make choices about what ought to be changed

and how to change it;

(4) implement the alterations;

(5) seek input about the alterations.

In that piece of work [9], Weimer provided a check-
list for helping an instructor develop instructional

awareness on how the instructor teaches in the

classroom. The checklist includes seven questions,

and each question contains several sub-questions.

The seven questions are:

(1) What do you do with your hands?

(2) Where do you stand or sit?

(3) When do you move to a different location?

(4) Where do you move?
(5) Where do your eyes most often focus?

(6) What do you do when you finish one content

segment and are ready to move on to the next?

(7) When do you speak louder/softer?

By observing or video recording an instructor’s

classroom lectures, these questions can be easily

answered. However, these questions all focus on
an instructor’s behavior in the classroom; this is just

only one of the many important aspects of instruc-

tional awareness.

1.1 Diverse student academic performance in large

engineering classes

Felder andBrent [10] pointed out that students have

‘‘different levels of motivation, different attitudes
about teaching and learning, and different re-

sponses to specific classroom environments and

instructional practices.’’ Moreover, there exists a

semester-to-semester variation in student body and

classroom composition. Even in the same semester,

students can be significantly different from each

other in terms of their academic background and

performance [11]. Student difference is particularly
significant in large, high-enrollment engineering

classes, such as introductory foundational classes

(e.g. Engineering Statics, Engineering Dynamics,

and the Strength of Materials) that many freshman

and sophomore students are required to take. Due
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to significant differences of student academic back-

ground and performance, the final grades that

students earned in these large courses can cover

the full grade range from A, B, C, D, to Fail. It is

a difficult task to teach these large classes because of

the limited time that an instructor can spend on each
student either inside or outside the classroom.

To maximize student learning outcomes in large

classes, a variety of instructional strategies have

been developed based on various learning theories

and modern instructional technologies, for exam-

ple, active learning [12, 13], cooperative learning

[14], project-based and problem-based learning [15],

multi-media instruction [16, 17], and technology-
assisted learning [18, 19], to name a few. Usually,

there is an overlap within these instructional strate-

gies. For instance, one learning activity can be

classified either as active learning or as project-

based learning. Most often, an instructor should

not rely on a single strategy (noone shoe fits all), and

should adopt multiple instructional strategies to

meet the needs of diverse students. Therefore, stu-
dent learning outcomes largely depend on the com-

bination of multiple instructional strategies.

A question arises regarding instructional aware-

ness: How does an instructor know whether or not

his/her instructional strategies work for diverse

students in a large engineering class? In otherwords,

do they work better for one group of students more

than another? It is important to answer this question
in order to maximize learning outcomes for all

students in the class. If an instructor’s instructional

strategies are more beneficial to one group of stu-

dents than another, the instructor should consider

either redesigning or adjusting his/her instructional

strategies, or taking additional measures to enhance

the learning of those students in another group.

Examples of additional measures may include the
following:

(1) provide one-on-one, pre- and post-class tutor-

ing for students;

(2) assign more representative technical problems;

(3) create additional course materials that include

active and cooperative learning activities.

The answer to the above question can be obtained

by interviewing or surveying students in the class.

However, solely based on students’ opinions and

comments, the answer would be qualitative and

subjective, rather than quantitative and objective.

Two students in the same academic performance

group could provide opposite opinions. A quanti-
tative and objective answer will assist the instruc-

tor in developing a truer and more accurate

understanding of his/her teaching pedagogy and

practice.

1.2 Objective and research questions of the present

study

The objective of this study is to establish a statistics-

based, quantitative, and objective methodology for

assisting the development of instructional aware-

ness in teaching a large engineering class with

academically diverse students. The three research

questions of the present study include:

(1) Research Question 1: How does an instructor
know whether or not his/her instructional stra-

tegies are more beneficial to one student group

than another in a large engineering class?

(2) Research Question 2: If a quantitative metho-

dology can be developed to answer the above

question, is that methodology reliable and ap-

plicable in different semesters?

(3) Research Question 3: Can the developed meth-
odology be cross-validated using another ap-

proach (method) that generates the same or

similar findings?

1.3 Novelty of the present study

A variety of commonly-used literature databases

were searched in this study that used various key-

words, such as instructional awareness, teaching

awareness, teacher self-awareness, teaching effec-

tiveness, teaching assessment, and teacher evalua-

tion. Such databases include the Education
Resources Information Center, Science Citation

Index, Social Science Citation Index, Engineering

Citation Index, Academic Search Premier, the

ASEE annual conference proceedings (1995–

2010), and the ASEE/IEEE Frontier in Education

conference proceedings (1995–2009).

The results show that the majority of relevant

papers [such as 1–5, 9, 20] deal with general guide-
lines, check lists, or recommendations on what

items included in the assessment and evaluation of

an instructor’s teaching effectiveness, or in a

broader term ‘‘teacher evaluation.’’ For example,

in their paper on scholarly teaching, Fortenberry

and Baber [20] presented a set of guidelines and

checklists for peer classroom observations, such as

an instructor’s preparation and organization, con-
tent and knowledge, interaction with students, rap-

port and sensitivity, presentation (enthusiasm and

clarity), and assessment of student learning, perfor-

mance, and achievement. They emphasized what

reflects self-assessment of instructors (i.e. instruc-

tional awareness) is an essential component of a

systemic evaluation system. However, their paper

provided no specific procedure on how to conduct
reflective self-assessment.

There are studies focusing on the examination of

teaching effectiveness on student learning. For ex-

ample, Wright, Horn and Sanders [21] employed
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statistical mixed-model methodologies to conduct

multivariate longitudinal analyses of a teacher’s

effect on student achievement. They found that

differences in teacher effectiveness were a dominant

factor affecting student academic gain. They sug-

gested as a major component that teacher evalua-
tion processes include a reliable and valid measure

of the teacher effect on student academic growth

over time.

From extensive literature search, however, no

paper was found on developing a quantitative

methodology or procedure to assist the develop-

ment of instructional awareness in teaching large

classes with diverse students. In particular, there is
no existing study answering the question regarding

how an instructor can distinguish whether or not

his/her instructional strategies aremore beneficial to

one student group than another.

1.4 Logic structure and contents of this paper

This study presents:

(1) A detailed step-by-step description of the new

methodology is provided. A large sophomore-

year engineering class, Engineering Dynamics,

is chosen as a case study that included the use of

five diverse instructional strategies.

(2) How steps were done is illustrated, including
how data were collected, how diverse student

groups were identified, how statistical analysis

was performed using the collected data, and

what conclusions were drawn.

(3) After themethodology has been proven reliable

(applicable) for multiple semesters, a different

approach (method) is employed to cross-vali-

date the methodology.
(4) Discussions are held on adopting themethodol-

ogy by other instructors at different institu-

tions.

(5) Two primary limitations of the methodology

are also discussed.

(6) The research findings are summarized.

2. Methodology for assisting development
of instructional awareness

2.1 Step-by-step description of methodology

The methodology developed in the present study is

described in the following three steps:

Step 1: Collect data on each student’s classwork

performance and exam performance. In the present

study, classwork performance is defined as the aca-
demic performance of a student participating in

learning activities in regular classroom lectures

throughout a semester. It can be quantified by the

number (or percentage) of correct answers that a

student makes in response to the instructor’s tech-

nical questions in regular classroom lectures. Exam

performance is defined as the academic perfor-

mance of a student on mid-term and final exams.

It is quantified by the scores that the student earned

in these exams.

Step 2: Identify different academic performance
groups (hereafter referred to as ‘‘student groups’’ or

‘‘groups’’) based onwhether or not the performance

of an individual student is above or below the

average of all students in the class. For example, a

student can belong to one of the following four

groups:

Group I: classwork performance > the average

classwork performance of all students, exam
performance > the average exam performance

of all students.

Group II: classwork performance < the average

classwork performance of all students, exam

performance > the average exam performance

of all students.

Group III: classwork performance > the average

classwork performance of all students, exam
performance < the average exam performance

of all students.

Group IV: classwork performance < the average

classwork performance of all students, exam

performance < the average exam performance

of all students.

Group I consists of high-performing students,

Groups II and III mid-performing students, and
Group IV low-performing (or academically chal-

lenged, struggling) students.

Step 3: Conduct paired-sample t-tests on each

student group to determine t-values (and their ‘‘sig-

nificance’’ values) and the effect of size on each

group. Based on the ‘‘significance’’ values and the

magnitude of the effect size, determine whether or

not an instructor’s instructional strategies benefit
one student group more than another.

2.2 Case study of applying the methodology in an

Engineering Dynamics course

The above-described three-step methodology was

applied in an Engineering Dynamics course the

author has been teaching in theCollege of Engineer-
ing at Utah State University. Each year nearly 200

undergraduate students from four different depart-

ments take this required engineering course. The

course covers a wide variety of foundational engi-

neering concepts and principles; for example, mo-

tion, force and acceleration, work and energy,

impulse and momentum, and vibrations of a parti-

cle and of a rigid body [22, 23]. The course is also an
essential basis and fundamental building block for

advanced studies in many subsequent courses, such

as vibration, structuralmechanics, systemdynamics

and control, and machine and structural designs.
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To improve student learning of Engineering Dy-

namics, the author has adopted or developed di-

verse instructional strategies based on the active

learning theory and its variety of best practices

[24–26]. Five representative instructional strategies

implemented in the course are described in the
following paragraphs.

2.3 Instructional strategy #1

A Classroom Response System (colloquially called

‘‘clickers’’) was employed in each classroom lecture

to improve active learning and student-instructor

interactions and to provide the instructor with an

immediate formative assessment of student learning

[27]. Classroom Response System is a radio-fre-
quency, a two-way communication system that

comprises a set of hardware and computer software.

The hardware consists of:

(1) a base that is connected to the instructor’s

computer in a classroom;

(2) a hand-held, portable clicker device, a wireless

transmitter, typically 600620060.500.

Each clicker has a unique serial number that can be

set up in advance to associate with the identification
number of its owner (i.e., a student). When trig-

gered, the base receives the real-time signals that

each student submits from their transmitters.

During a lecture, the instructor poses a multiple-

choice or true/false ‘‘clicker’’ question on a projec-

tion screen in front of the class, and then asks each

student to push one of the five lettered buttons (A,

B, C, D, and E) on the student’s wireless clicker to
anonymously respond to the question. The collec-

tive response from all students, the number or the

percentage of the studentswho chooseA,B,C,D, or

E, is immediately displayed on the screen, so both

the instructor and students can perceive the col-

lected response. In other words, clickers provide

both the instructor and students with immediate

feedback and real-time assessment of learning; thus
teaching can also be adjusted in real-time.

The computer software associated with the

clicker system automatically generates two reports

for each lecture:

(1) lecture summary report listing each clicker

question, number of student responses, max-

imum score and average score for each ques-

tion;
(2) student voting report listing response of each

student to each clicker question.

Therefore, after the class, the instructor can use

these reports to analyze in detail the academic

performance of each student.

2.4 Instructional strategy #2

A set of interactive computer visualization modules

that covered the most important Dynamics con-

cepts and principles in each chapter of the textbook

[22] were developed and provided to students as

supplementary learning materials. For example,

one module called ‘‘fire the mortar and hit the

target’’ focused on the analysis of velocity and
acceleration in a projectile motion. By changing

the initial angle and initial velocity of a projectile,

the students can see how the velocity varies during a

projectile motion. Students can run those computer

visualization modules at their own pace and at

anytime (24/7).

2.5 Instructional strategy #3

After each classroom lecture, students were re-
quired to write a short paragraph (called keynotes)

describing what they had learned in the lecture.

Student-created keynotes were frequently reviewed

during classroom lectures, so studentswould not get

lost from numerous learning topics in the course.

2.6 Instructional strategy #4

An electronic Classroom Management System

(BlackboardTM) was employed to facilitate stu-
dent-student and student-instructor communica-

tions after class. In addition to being a central

place for the instructor to collect and grade all

student homework assignments, the system enabled

students to exchange emails with each other and

with the instructor. Many students used Black-

boardTM to discuss with the instructor technical

problems when the students cannot meet the in-
structor in person in the instructor’s office hour.

2.7 Instructional strategy #5

After-class Help Sessions were held daily to answer

students’ questions and help them solve technical

problems. These help sessions were primarily con-

ducted by the teaching assistants on the course.

Clearly, the final outcomes of student learning

were affected by the combination of all five instruc-
tional strategies. A question regarding instructional

awareness arises: How does the combined use of

these strategies affects diverse student academic

performance groups? Sections 3–6 provide a de-

tailed step-be-step description of how this question

is answered.

To avoid potential conflicts and interference be-

tween teaching and research, no efforts were made
to study the effect of a single instructional strategy

on student learning. To study the individual effect,

only one single instructional strategy would be

allowed in teaching in one semester. This would

reduce student learning outcomes (as compared to
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usingmultiple instructional strategies) and unfair to

students in that particular semester.

3. Step 1—collecting data

As stated in Instructional Strategy #1 in the pre-

vious section, the clickers provide a fast and con-

venient tool for an instructor to collect data on

academic performance of each individual student
during regular classroom lectures. The data can be

analyzed after class. Therefore, a student’s class-

work performance was quantified by the average

‘‘clicker’’ score that the student earned in regular

classroom lectures. In the present study, the score

that a student earned after-class homework assign-

ments was not taken into account because the after-

class homework score might not reflect the true
learning gain of an individual student. For instance,

students could work in groups or consult a home-

work solution manual.

A student’s examperformance in the Engineering

Dynamics course was quantified by the average

exam score that the student earned in four exams:

three mid-term exams and one final exam. Each

mid-term exam covered two chapters of the text-
book [22]. The final exam was comprehensive and

covered nine chapters of the textbook [22].

Data on student classwork and exam perfor-

mance were collected from a total of 236 students

in three semesters: 128 students in Semester #1, 58

students in Semester#2, and 50 students in Semester

#3. Table 1 shows student demographics.

Table 1 shows that most of the 236 students were
either from the mechanical and aerospace engineer-

ing major (49.6%) or from the civil and environ-

mental engineering major (30.9%). The vast

majority of students were male (85.2%), and the

female students accounted for 14.8%.

4. Step 2—identifying student groups

Based on their classwork and exam performance,
students were then divided into four groups: I, II,

III, and IV. The way in which these four student

groups were formed has been described in Section

2.1.

Figures 1, 2 and 3 show student groups in Seme-

sters#1,#2, and#3, respectively. Tables 2–4 further

provide descriptive statistics for each student group
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Table 1. Student demographics

Major * Sex

MAE CEE Other Male Female

Semester #1 (n = 128) 72 (56.3%) 34 (26.5%) 22 (17.2%) 108 (84.4%) 20 (15.6%)
Semester #2 (n = 58) 22 (37.9%) 20 (34.5%) 16 (27.6%) 51 (87.9%) 7 (12.1%)
Semester #3 (n = 50) 23 (46.0%) 19 (38.0%) 8 (16.0%) 42 (84.0%) 8 (16.0%)
Total (n = 236) 117 (49.6%) 73 (30.9%) 46 (19.5%) 201 (85.2%) 35 (14.8%)

* MAE:Mechanical and aerospace engineering.
CEE: Civil and environmental engineering.
Other: Biological engineering, general engineering, pre-engineering, undeclared majors, etc.

Fig. 1. Student groups in Semester #1 (n = 128).

Fig. 2. Student groups in Semester #2 (n = 58).

Fig. 3. Student groups in Semester #3 (n = 50).



for three semesters. Table 5 shows the number

(percentage) of students in each group. A consistent
pattern of student distribution in each group among

all three semesters can be found in Table 5. This

consistent pattern is: Group I has the largest per-

centage (34.5%–46.0%) of students; Group IV the

second largest (25.9%–36.0%); then Group III

(10.0%–22.0%); and finally Group II the smallest

(8.0%–17.2%). Because the data was collected from

three different semesters, this consistent pattern is
not coincident but represents the characteristics of

student composition in the College of Engineering

at the author’s university.

5. Step 3—paired-sample t-tests on each
student group

As is well known, t-tests are employed to determine

whether there is a statistically significant difference

between two sample means [28, 29]. There are two

different types of t-tests: independent means t-tests

(also called independent samples t-tests) and depen-

dant means t-tests (also called paired-samples t-
tests). The first t-test can be used when there are

two experimental conditions each of which has dif-

ferent participants. The second can be used when

there are two experimental conditions each of which
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Table 2. Descriptive statistics for each student group (Semester #1)

Student Group Performance Mean Standard Deviation Standard Error Mean

I Clicker score 77.25 6.36 0.91
Exam score 88.12 4.88 0.70

II Clicker score 56.45 11.16 2.50
Exam score 83.06 3.81 0.85

III Clicker score 75.84 4.46 0.93
Exam score 68.94 7.33 1.53

IV Clicker score 56.06 8.83 1.47
Exam score 67.57 8.03 1.34

Table 3. Descriptive statistics for each student group (Semester #2)

Student Group Performance Mean Standard Deviation Standard Error Mean

I Clicker score 67.33 8.34 1.87
Exam score 84.87 10.19 2.28

II Clicker score 52.24 9.48 3.00
Exam score 83.85 4.82 1.52

III Clicker score 66.58 5.96 1.65
Exam score 65.68 5.96 1.65

IV Clicker score 47.95 8.63 2.23
Exam score 63.21 8.55 2.21

Table 4. Descriptive statistics for each student group (Semester #3)

Student Group Performance Mean Standard Deviation Standard Error Mean

I Clicker score 72.24 5.21 1.09
Exam score 82.90 6.09 1.27

II Clicker score 57.69 2.72 1.36
Exam score 80.77 3.61 1.81

III Clicker score 69.23 4.71 2.11
Exam score 65.23 6.20 2.77

IV Clicker score 50.96 8.19 1.93
Exam score 61.97 7.18 1.69

Table 5. Number (percentage) of students in each group

Student Group
Semester #1
(n = 128)

Semester #2
(n = 58)

Semester #3
(n = 50)

I n1 = 49 (38.3%) n1 = 20 (34.5%) n1 = 23 (46.0%)
II n2 = 20 (15.6%) n2 = 10 (17.2%) n2 = 4 (8.0%)
III n3 = 23 (18.0%) n3 = 13 (22.4%) n3 = 5 (10.0%)
IV n4 = 36 (28.1%) n4 = 15 (25.9%) n4 = 18 (36.0%)



has the same participants. In the present study, the

same group of students in a semester participated in

both regular classroom lectures and exams. There-
fore, paired-samples t-tests are employed.

The t-value is calculated as [30]

t ¼
�D� �D

SD=
ffiffiffiffi
N

p ð1Þ

where �D is the observed difference between sample

means, �D is the expected difference between popu-

lation means (if null hypothesis is true), SD is

standard deviation, andN is the number of samples.

The term SD=
ffiffiffiffi
N

p
represents the standard error of

the differences between two sample means. If the
null hypothesis is true, then there is no difference

between the population means (i.e. �D ¼ 0).
Tables 6–8 show the results of paired-samples t-

tests for each student group in three semesters. The

negative t-values indicate that the mean value of

clicker scores is less than the mean value of exam

scores, or student academic performance improved

in exams.From the ‘‘significance’’ values reported in
the last columns in Tables 6–8, there exist statisti-

cally significant differences (p < 0.001) between

classwork performance mean and exam perfor-

mance mean for nearly all student groups in all

three semesters (with the only two exceptions for

Student Group III in Semesters #2 and #3).

The magnitude of effect size was further deter-
mined to provide an objective measure of the im-

portance of an effect. The effect size (r-value) was

calculated as [31]

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2

t2 þ df

s
ð2Þ

The widely accepted suggestions about the mag-

nitude of effect size are as follows [32]:

� r = 0.10 (small effect): the effect accounts for 1%

of the total variance;

� r = 0.30 (medium effect): the effect accounts for

9% of the total variance;

� r = 0.50 (large effect): the effect accounts for 25%

of the total variance.

Table 9 shows the effect size for each student

group in three semesters. As seen from Table 9, a

large effect size exists for nearly all student groups in
all three semesters (except for Student Group III in

Semesters #2 and#3). This finding is consistentwith

the analysis based on the ‘‘significance’’ values.

More important, a comparison among the mag-
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Table 6. Paired-samples t-tests for each student group (Semester #1)

Paired Differences t-test

Pair in Student
Group Mean

Standard
Deviation

Standard Error
Mean t-value

Degree of freedom
(df)

Significance
(2-tailed)

I –10.87 7.26 1.03 –10.48 48 0.000
II –26.61 12.63 2.82 –9.42 19 0.000
III 6.90 8.85 1.85 3.74 22 0.001
IV –11.51 10.94 1.82 –6.32 35 0.000

Table 7. Paired-samples t-tests for each student group (Semester #2)

Paired Differences t-test

Pair in Student
Group Mean

Standard
Deviation

Standard Error
Mean t-value

Degree of freedom
(df)

Significance
(2-tailed)

I –17.55 8.33 1.86 –9.42 19 0.000
II –31.61 11.09 3.51 –9.01 9 0.000
III 0.89 10.64 2.95 0.30 12 0.767
IV –15.26 11.30 2.92 –5.23 14 0.000

Table 8. Paired-samples t-tests for each student group (Semester #3)

Paired Differences t-test

Pair in Student
Group Mean

Standard
Deviation

Standard Error
Mean t-value

Degree of freedom
(df)

Significance
(2-tailed)

I –10.66 7.31 1.52 –7.00 22 0.000
II –23.07 1.35 0.68 –34.15 3 0.000
III 4.01 10.89 4.87 0.82 4 0.457
IV –11.01 9.36 2.21 –4.99 17 0.000



nitudes of r-values shows a consistent pattern of the

magnitude of effect size in three semesters: Group I

> Group IV. Group II is not included in the

comparison due to relatively small number of stu-

dents in Group II (totaling 34 students in three
semesters refer to Table 5). Group III included is

not included in the comparison because of statisti-

cally insignificant differences between classwork

performance mean and exam performance mean

in Semesters #2 and #3.

The above findings imply that the author’s in-

structional strategies had a more profound impact

on student learning for Group I than for Group IV.
Worth noting is that the classwork and exam per-

formance of students in Group I are both above the

class average; whilst the classwork and exam per-

formance of students in Group IV were both below

the class average. Therefore, it can be concluded

that the author’s instructional strategies were more

beneficial to high-performing students (i.e. students

in Group I) than low-performing, academically
struggling students (i.e. students in Group IV). In

other words, under the instruction of the author, all

students in the class learned, with high-performing

students having greater learning gain than low-

performing students. But, there is room for im-

provement of low-performing students by offering

more instructional interventions (in addition to

those five instructional strategies) to adapt to those
student’s learning styles, cognitive and meta-cogni-

tion skills, time management skills, prior course

work and achievements, and so on. On the other

hand, students themselves must also take proactive

learning and find out the best ways to learn, so

teaching and learning can be mutually beneficial

and enhanced.

6. Cross-validation of the methodology

The analysis described above reveals a consistent

pattern of the effect in the author’s instructional

strategies on academically diverse student groups in

three different semesters. This supports the reliabil-

ity of the methodology, or the applicability of the

methodology in different semesters. The next ques-
tion is how to prove the validity of themethodology,

or determine if another approach (method) can be

used to generate the same or similar findings?

Let us study whether or not there is a statistically

significant correlation between a student’s Grade

Point Average (GPA) and the t-value. Typically

GPA is a comprehensive representation of student

performance. A high GPA is generally associated

with high performance of a student, and a lowGPA

comes with low performance. The t-value is an
indication of student learning as the result of the

diversified instructional strategies.

The t-value calculated in the traditional way (i.e.

Equation 1) is for a group of participants. A math-

ematical treatment must be applied first to deter-

mine the t-value for an individual student

(participant), so a sufficient number of data points

can be generated to correlateGPAand the t-value in
a meaningful statistical sense.

To determine the t-value for an individual parti-

cipant, Equation (1) is rewritten as

t ¼
�D

SD=
ffiffiffiffi
N

p ¼ 1

N

DS1 þDS2 þ :::þDSN

SD=
ffiffiffiffi
N

p
� �

¼ 1

N

DS1

SD=
ffiffiffiffi
N

p þ DS2

SD=
ffiffiffiffi
N

p þ :::þ DSN

SD=
ffiffiffiffi
N

p
� �

ð3Þ

whereDS1; DS2; :::; DSN are the difference between

the two samples in Sample Pairs 1, 2, .. n, respec-

tively; and the terms

DS1

SD=
ffiffiffiffi
N

p ;
DS2

SD=
ffiffiffiffi
N

p ; :::;
DSN

SD=
ffiffiffiffi
N

p

represent the t-value for Sample Pair 1, 2, .. n,

respectively. These latter terms can be used to

calculate the t-value for each individual student in

the group to which the student belongs.
The term SD=

ffiffiffiffi
N

p
represents the standard error

of the differences between two sample means.

Therefore, the t-value for an individual student

(participant) can also be calculated as:

The t-value for an individual student¼AC�AE

SE

ð4Þ

where AC is the student’s average clicker score, AE

is the student’s average exam score, and SE is the

stand error of the differences between two sample
means in the group the student belongs.

Figures 4–6 show each student’s GPA vs. t-value

in three semesters. One open circle represents one

student in these figures. A negative t-value indicates

that a student’s average clicker score was less than

his/her average exam score, or the student’s aca-

demic performance improved in exams. For exam-

ple, a student with the t-value of –20 performs better
than another student with the t-value of –10.

As seen from Figures 4–6, particularly from

Figures 5 and 6, a linear relationship exists between
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Table 9. Effect size (r-value) for each student group

StudentGroup Semester #1 Semester #2 Semester #3

I 0.83 0.91 0.83
II 0.91 0.95 1.00
III 0.62 0.09 0.38
IV 0.73 0.81 0.77



students’ GPA and t-value. An increased GPA is

associated with a decreased t-value, and vice versa.

Table 10 further shows the Pearson correlation

between students’ GPA and t-value. A statistically

significant correlation can be found in all three

semesters: p < 0.007 for Semester #1, p < 0.001 for

Semester #2, and p < 0.010 for Semester #3. This

means the author’s instructional strategies (indi-

cated by the t-value) impact different students (re-

presented by GPA). This finding is similar to what
has been concluded by using the methodology

described before. In other words, the methodology

is cross validated.

7. Discussions and limitations

Themethodology described in this paper was devel-
oped from the author’s teaching practice at a large

public university. However, the methodology can

also be easily adopted by instructors at other in-

stitutions to help develop instructional awareness in

teaching large engineering classes with diverse stu-

dents. Simply follow the aforementioned three

steps.

In the present study, clickers were used in Step 1
as a fast and convenient tool to collect data on

student classwork performance. If no clickers are

used at other institutions, an alternative method

may be used to collect data on student classwork

performance. For example, an instructor can deign

his/her own technical problems for students to solve

in or after classes. A care must be taken when using

homework problems provided in the textbook to
judge student classwork performance because the

solution manual is easily accessible to students

nowadays.

The primary limitation of the developed metho-

dology is how it collects data in multiple semesters,

which adds to the workload for an instructor. It is

suggested that data be collected for at least three

consecutive semesters to accumulate a sufficient
number of data points for statistical analysis. In

addition, the instructor’s strategies should not be

changed significantly throughout these semesters;

otherwise, a consistent pattern of the impact of the

instructor’s strategies on diverse students might not

be found from statistical analysis.

The second possible limitation of the developed

methodology is no statistically reasonable conclu-
sions can be made for mid-performing student

groups. For example, in Step 3 in the present study,

students in Group III could not be included in the

comparison of the magnitude of effect size (r-va-

lues), because the difference between classwork

performance mean and exam performance mean

in Semesters #2 and #3 for students in Group III

was found to be statistically insignificant. In this
case, even if the datawere collected and analysis was

done, no statistically reasonable conclusions could

be drawn. In fact, the performance of students in

mid-performing groups (II and III) turns out to be
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Fig. 4. Students’ GPA vs. t-value in Semester #1 (n = 128).

Fig. 5. Students’ GPA vs. t-value in Semester #2 (n = 58).

Fig. 6. Students’ GPA vs. t-value in Semester #3 (n = 50).

Table 10. Correlation between students’ GPA and t-value

Semester Number of
students

Pearson
Correlation

Significance
(2-tailed)

#1 128 –0.237* 0.007
#2 58 –0.441* 0.001
#3 50 –0.360** 0.010

*Correlation is significant at the 0.01 level (2-tailed).
**Correlation is significant at the 0.05 level (2-tailed).



unstable and inconsistent from semester to semester

compared with the performance of students in top-

performing and low-performing groups (I and IV).

8. Conclusions

Instructional awareness is an instructor’s clear and

comprehensive understanding of his/her teaching

pedagogy and practice. It directly affects teaching

effectiveness and ultimately student learning out-

comes. In the present study, a statistics-based,

quantitative, and objective methodology has been

established to help develop instructional awareness
in teaching a large engineering class with diverse

students. An Engineering Dynamics course has

been used as a case study to illustrate step by step

how the new methodology was employed. The

following paragraphs summarize the answers to

the three research questions of the present study.

Research Question 1: How does an instructor

knowwhether or not his/her instructional strategies
are more beneficial to one student group than an-

other in a large engineering class?

Answer: Step 1: collect data on each student’s

classwork performance and exam performance.

Step 2: identify student academic performance

groups based on the collected data. Step 3: conduct

paired-sample t-tests on each student group. By

analyzing t-values and effect sizes, an instructor
can determine whether or not his/her instructional

strategies are more beneficial to one student group

than another.

Research Question 2: If a quantitative methodol-

ogy can be developed to answer the above question,

is that methodology reliable and applicable in dif-

ferent semesters?

Answer: Yes, it is. Data have been collected from
a total of 236 students in three semesters: 128

students in Semester #1, 58 students in Semester

#2, and 50 students in Semester #3. The results of

paired-sample t-tests have shown that a large effect

size exists for nearly all student groups in all three

semesters. There exists a consistent pattern of the

magnitude of effect size in all three semesters, i.e.

Group I > Group IV. In other words, the author’s
instructional strategies had amore profound impact

on student learning for high-performing students

(Group I) than for low-performing students (Group

IV).

Research Question 3: Can the developed metho-

dology be cross-validated using another approach

(method) that generates the same or similar find-

ings?
Answer: Yes, it can be validated by investigating

the correlation between a student’s Grade Point

Average (GPA) and t-value. Results show a statis-

tically significant correlation between a student’s

GPA and t-value for all three semesters: p < 0.007

for Semester #1, p < 0.001 for Semester #2, and p <

0.010 for Semester #3. This means the author’s

instructional strategies (indicated by the t-value)

impact different students (represented by GPA),

which is a similar finding that has been made by
the methodology.

The new methodology can be easily adopted by

instructors at other institutions to help develop

instructional awareness in teaching large classes

with diverse students. However, it has two limita-

tions. First, it requires data to be collected in multi-

ple semesters, which adds workload for an

instructor. Second, there is a possibility that no
statistically meaningful conclusions can be made

for mid-performing student groups.
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