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#### Abstract

The dark side of Moore's Law is our society's insatiable need to constantly upgrade our computing devices. As a result, the typical processor is only used for a fraction of it's expected lifetime, despite the immense cost to produce a processor. While the rapid advance of technology makes silicon obsolete in a few years, we propose that chips should be reused for less demanding computing tasks. This re-use strategy creates a food chain of computing devices which amortizes the energy required to build processors over several computing generations.

This paper is structured into two parts. First, we describe a proposed a processor re-use strategy, showing that processor re-use makes sense for low-power, embedded processors. These re-usable processors occupy a design space that requires us to implement flexible and reliable processors. The second part of this paper describes student efforts centered around re-usable processors at California Polytechnic State University, San Luis Obispo as well as the University of California, Santa Barbara.
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## 1. INTRODUCTION

DURING THE LAST decade, we have seen unprecedented growth in the numbers of electronic devices available to consumers. Many of these devices, from computers to set-top boxes to cell phones, all require highly sophisticated semiconductors such as CPUs and memory chips. The environmental impact of these semiconductors is high due to several reasons. First, the amount of toxic chemicals required to manufacture a semiconductor is staggering [1]. For a single DRAM die of $1.2 \mathrm{~cm}^{2}, 72$ grams of chemicals are required. In the year 2000 , the semiconductor industry manufactured a total of 28 million $\mathrm{cm}^{2}$ of dies, requiring 1.7 billion kilograms of toxic chemicals. Also, due to the increasing number of semiconductor devices that are manufactured each year, the disposal costs of these semiconductors is likewise increasing.
Additionally, because the manufacturing process for semiconductors requires highly purified silicon, the energy required to manufacture semiconductors is very high. About 41 MJ of energy is required to manufacture a DRAM with a $1.2 \mathrm{~cm}^{2}$ die [2]. The amount of energy required to manufacture semiconductors is high enough that $1.7 \%$ of Japan's national electricity budget is expected to be used by the semiconductor manu-

[^0]facturing industry by the year 2015 [1]. Approximately 600 kilograms of fossil fuels are required to generate the energy needed to manufacture a single kilogram of semiconductor [3]. Furthermore, according to Sematech, foundry energy consumption is still increasing [4]. Fortunately, new processors are typically more operationally power efficient per computation than old processors. We call the sum of the manufacturing energy cost and the energy consumed during operation of a processor the lifetime energy consumption of a semiconductor. It turns out that the energy required to manufacture a processor far outstrips the energy consumed during the processor's lifetime for most low-power embedded processors. The high cost of manufacturing a processor, coupled with the fact that many processors are used only a fraction of their lifetime [5], leads us to believe that processors should be re-used

The rest of this paper is organized as follows. Section 2 looks at the lifetime energy consumption of various embedded processors. From this section, the reductions in lifetime energy consumption through re-using processors becomes clear. Next, Section 3 presents an example of processor re-use, where processors are removed from recycled electronics and used in future devices, thereby saving lifetime energy. Section 4 investigates the design space of re-usable processors. In particular, we look at how much inefficiency can be tolerated in a re-usable architecture and still
reduce the lifetime power consumption of the processor. Section 4 also investigates how to support the I/O demands of re-usable processors as well as reliability issues. We then cite some related work and conclude.

## 2. LIFETIME ENERGY CONSUMPTION OF PROCESSORS

The lifetime energy consumption of a processor or memory chip is comprised of two components. First is the energy required to manufacture the semiconductor, which includes the energy cost to create highly-pure silicon wafers, the chemicals needed to manufacture the processor, the lithography process and the assembly of the die with the packaging of the chip. The second component of the lifetime energy consumption of a processor is the energy consumed during use.

### 2.1 Manufacturing energy requirements

To manufacture a semiconductor, there are many steps required, from crystal growth to dicing to assembly of the packaging. For the purposes of this study, we can think of the manufacturing process as having two components. The first component is the energy required to manufacture the die of the processor or memory chip. This includes the cost of wafer growth, epitaxial growth, applying photo resists, etching, implantation/diffusion and the management of such procedures. The second component is the cost to assemble the chip which includes wafer testing, dicing, bonding, encapsulation and burn-in testing.

As stated in the introduction, for a DRAM chip with a die size of $1.2 \mathrm{~cm}^{2}, 41 \mathrm{MJ}$ of energy is required during the manufacturing process [2]. For this DRAM, approximately 35.1 MJ of energy is required for the die and 5.9 MJ of energy for the assembly and packaging. For the purposes of this paper, we make several assumptions about the energy required to manufacture any CMOSbased semiconductor, based on [2]. First, we assume that the energy required to manufacture $1.2 \mathrm{~cm}^{2}$ of processor at any level of lithography is the same. We also assume that the amount of energy required to manufacture a DRAM is similar to the energy to make a processors of the same size. Additionally, we assume that the manufacturing energy required per unit die area is constant, so that a $0.6 \mathrm{~cm}^{2}$ processor requires half as much energy for die manufacture as a $1.2 \mathrm{~cm}^{2}$ die, adjusted for yield. Another assumption we make is that the assembly energy cost of a chip is constant, regardless of the size of the die. This assembly energy requirement is 5.9 MJ per processor.

We believe that this manufacturing energy consumption model is a conservative estimate of the manufacturing energy costs for a few reasons. The data used in this study is from a 4-inch wafer fab. Modern 12-inch wafers require more energy
per unit area to process [4]. Additionally, many modern semiconductor processes have more layers than the process used in [2]. Next, we will describe the power consumed by the processors while in operation over their lifetime.

### 2.2 Operational power model

To find the energy consumption of a processor over its lifetime, we can simply multiply the power consumption of the processor by the time it is operational. For instance, we know that the Intel XScale PX273 processor consumes 0.77 W of power when in full operation [6]. If we assume that an XScale processor is used in a PDA, and this PDA is used 2 hours per day, 365 days per year, this processor uses just over 2 MJ of energy per year.

One factor that can determine the power consumption of a processor is the process technology used to manufacture the processor. A benefit of shrinking transistor geometry is that the switching capacitance of the circuits decreases with each shrink. If a device has a fixed performance and is shrunk to a smaller geometry, we can expect a savings in the amount of operational energy required for that device. The exception is that if leakage current within the processor becomes a problem. Following the projected switching capacitance reductions in the ITRS roadmap [7], we can estimate the reduction in during-use energy consumption for subsequent generations of a chip with fixed amounts of functionality. Likewise, we can estimate the leakage current of a processor from the ITRS roadmap. For all leakage calculations, we assume a modest 40 degrees C, which is reasonable for low-power processors. This leads to modest amounts of leakage, as leakage is highly temperature dependent. Note that this is a conservative assumption for our re-use strategy-higher amounts of leakage would make upgrading a processor to a smaller feature size potentially less attractive, making re-use a more attractive solution.

### 2.3 Lifetime energy consumption

In Section 2.1, we showed how much energy is required to manufacture a processor, and in Section 2.2 we discussed much energy is required to operate a given processor. Here, we evaluate both the manufacturing and operational power of a processor over time with the goal of showing the impact of process technology on the overall lifetime energy consumption of a processor.

Using our power model, we generate the lifetime energy consumption curves of a 0.5 Watt (W) processor in Fig. 1 and of a 10 W processor in Fig. 2. In both of these figures, we have assumed that the processor is used 3 hours every day, and the rest of the time the processor is dormant Alternatively, the 0.5 Watt processor could be a 1 Watt processor that is used 1.5 hours per day, every day. Additionally, this figure assumes that the processor has a die area of $1.2 \mathrm{~cm}^{2}$. Finally,


Fig. 1. To minimize the lifetime energy consumption, a processor that uses 0.5 W (or less) should never be replaced by a new processor if that processor is still viable.


Fig. 2. Processors that use 10 W should be upgraded with a processor built with newer, more efficient technology.
these graphs assume that the processor in the device can be upgraded with a processor with identical functionality, but scaled to finer geometries. The curve marked by diamonds assumes no upgrades, the curve marked by circles assumes processor upgrades every four years, and the curve marked by triangles assumes upgrades every two years.

From Fig. 1, we can see that upgrading a 0.5 W processor with the next generation processor does not improve the lifetime energy consumption of the processor for at least ten years. The two-year replacement curve (green) and the four-year replacement curve (yellow) jump up every two and four years respectively. This jump is due to the high energy cost of manufacturing the die. The results is that processors with a power consumption rating of 0.5 W or less should not be upgraded to a newer processor in order to reduce their lifetime energy consumption. This assumes that the processor is also not used more than 3 hours per day, 365 days per year. However, for processors that use more power, replacement can make sense, as shown in the case in Fig. 2 where the processor uses 10 W of power.

The point where it makes sense to replace versus
re-use a processor in order to reduce their lifetime energy consumption is when the processor uses on the order of 100 kJ of energy per day or less for a $1.2 \mathrm{~cm}^{2}$ processor. For a $40 \mathrm{~cm}^{2}$ processor, that point is about 50 kJ per day. Assuming that replacement is done on a three-year cycle basis, the device is used 3 hours per day, 100 kJ is roughly equivalent to a processor that consumes about 10 W of power. For perspective, 100 kJ of energy is a bit less energy than is contained within a fully charged laptop battery, or about the same amount of energy as 10 cell phone batteries.

## 3. PROCESSOR RE-USE

Because most mobile devices contain processors, and these processors are typically only used for a fraction of their lifetime, we propose that these processors be re-used. To facilitate re-use, we propose that standardized embedded processor footprints be used for a wide range of embedded devices. Additionally, instead of re-using a processor in the same electronic device, we propose that a processor from an electronic device be utilized in a future electronic device which has lower performance requirements. This allows us to make sure that the re-used processor is capable of handling the computational load of the secondary device. Furthermore, power savings techniques likes voltage scaling could be applied to the future device, since the next device will have lower computational demand, and therefore operational frequency and voltage, than the previous device.

For instance, an ARM9 processor in an automotive navigation system can be removed from the system once it is recycled. Two automotive navigation systems that utilize ARM9 processors are the Alpine Blackbird PMD-B100 and the Sell GPS350A. The ARM9 implementations in these systems run at 266 MHz and have 16 kB of cache. Once the navigation system is recycled, the processor can be removed from the navigation system and placed into a mobile phone. Several mobile phones utilize ARM9 processors, including Sony Ericsson, Siemens and Benq phones. For instance, the Sony Ericsson P800 uses an ARM9 processor running at 156 MHz . Once the phone is recycled, the processor can then be put into a Nintendo DS game system, which uses an ARM9 running at 77 MHz .
We call this chain of electronic devices a processor food-chain. This example food-chain is shown on the left of Fig. 3, where the mobile phone is 'down-stream' from the navigation system, and the Nintendo is 'down-stream' from the mobile phone.
To compare the lifetime energy cost of a processor re-use strategy against a strategy that uses new processors in each of the devices, we need both the manufacturing energy cost as well as the utilization energy of the processors. In order to find the operational energy required for these processors, we need to make an assumption about how

| $\left(\begin{array}{c} \text { Alpine Blackbird } \\ \text { Auto. Nav. Sys. } \end{array}\right.$ | New Processor Every 3 Years |  |  | Processor Reused Every 3 Years |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Manufacturing | Utilization |  | Manufacturing | Utilization |
|  | Cost (MJ) | Cost (kJ) | Year | Cost (MJ) | Cost (kJ) |
|  | 6.88 | 36.92 | 2006 | 6.88 | 36.92 |
|  | 0 | 36.92 | 2007 | 0 | 36.92 |
|  | 0 | 36.92 | 2008 | 0 | 36.92 |
|  | 6.40 | 28.87 | 2009 | 0 | 153.74 |
| Nintendo DS Video Game | 0 | 28.87 | 2010 | 0 | 153.74 |
|  | 0 | 28.87 | 2011 | 0 | 153.74 |
|  | 6.29 | 4.55 | 2012 | 0 | 50.59 |
|  | 0 | 4.55 | 2013 | 0 | 50.59 |
|  | 0 | 4.55 | 2014 | 0 | 50.59 |
|  | 19.57 | 212 | TOTALS | 6.88 | 723 |
|  | Total: 19.78 MJ |  | Lifetime | Total: 7.60 MJ |  |

Fig. 3. On the left is an example processor food-chain based on an ARM9 processor. The Table shows the lifetime power consumption benefits of re-using this processor.
frequently these electronic devices are used. We assume that the automotive navigation system is used 1 hour per day, every day for 3 years, before being recycled. Likewise, the mobile phone's utilization is 3 hours per day, and the Nintendo DS game system is used 2 hours per day.

On the right of Fig. 3 is a table that shows the lifetime energy consumption of this food chain. The left side of the table is the case where new processors are used in each of the down-stream devices. The right side of the table in Fig. 3 shows the lifetime energy consumption of the same chain of devices that uses a re-use policy. There are several remarkable things about this table. First, we notice that the manufacturing energy of processors makes up a large portion of the lifetime energy consumption of the processors. Also, note that the manufacturing energy cost of the processors manufactured in 2009 and 2012 for the chain which uses new processors (left side of the table) does not decrease very much. Some decrease is expected, as the die size shrinks in each of future versions of the processor. However, the decrease is not large due to the fixed amount of energy required to assemble the processors. Another reason the manufacturing energy cost does not decrease as significantly as expected is due to the fact that pad size is unlikely to scale with technology [8]. Also of interest is that the operational power for the re-use strategy is higher than the operational power consumption of a strategy that utilizes new processors. This is true because new processors can take advantage of new process technologies, reducing their operational power. While the increase in operational power is small, this may be important for devices that are severely power constrained or for higher-powered processors. Note that we neglect the energy required to reclaim a processor. However, there are also other potential benefits of processor re-use, such as reduced disposal costs and a reduction in the number of highly-toxic chemicals required to
produce processors. It turns out that processor reclamation infrastructure already exists, albeit in a black-market fashion for counterfeiting chips [9].

### 3.1 Battery constrained devices

One disadvantage that re-usable processors have is higher operating energy requirements. This is due to the fact that they are manufactured in a process technology that is potentially several years older than state-of-the art.

One technique to mitigate this effect is to use voltage scaling. A processor that is re-used from higher on the food-chain will have more performance than what is required by a device that is lower on the food-chain. By scaling back the frequency, and therefore the voltage of the chip, we can significantly reduce the energy requirements of the re-used processor.

Additionally, many mobile devices may already have adequate battery life for many applications. For instance, the Nintendo DS portable game system can run up to 10 hours on a single charge. If a Nintendo DS with a new processor is only used 2 hours per day, it would only have to be recharged once every 5 days. Compare that to a Nintendo DS game system with a re-used processor that uses $15 \%$ more power. The user would then be forced to recharge the game system once every four days, instead of once every five.

## 4. DESIGN SPACE STUDY OF RE-USABLE PROCESSORS

In this section, we investigate the design space of re-usable processors. We look at how much circuit area overhead we can tolerate on a processor specifically designed for reuse. This is done by simply 'reversing' the lifetime energy model. We assume that a processor is re-used every 3 years, for a total lifetime of nine years.

We find the energy required for a strategy that
uses new processors and subtract from it the energy required for a strategy that implements processor re-use. This difference in lifetime energy consumption between a processor re-use strategy and a strategy that implements new processors in subsequent generations is then converted to 'additional area' that could be used on a re-usable processor following our manufacturing energy model. The additional area found is assumed to consume the same amount of active energy per $\mathrm{mm}^{2}$ as the core of the processor.

Figure 4 shows the additional circuit area that we can spend supporting processor re-use while reducing the processor's lifetime energy consumption. Essentially, this is an allowable area budget that we can use to support different requirements of re-usable processors. From Fig. 4, we can see that this budget depends on the power consumption of the processor and the utilization (in terms of hours per day) of the processor. Processors that are used less frequently utilize less power, and therefore have a higher allowable area budget. The top line in Fig. 4, marked by diamonds, is for a processor food-chain that consists of three processors with similar capabilities of an ARM920T processor. The higher the utilization of this processor, the smaller the area budget becomes. For higher power processors, such as the Intel Xscale PA255 processor, we can see that the amount of additional area is drastically reduced. For re-use chains that involve decreasing computational requirements in subsequent generations, we find that area available to support re-use is quite high. This is due to reductions in active power consumption of the subsequent devices, which is shown in Fig. 4 by the line marked by triangles. This line represents a re-use strategy where the first generation device has XScale performance requirements, the second generation has ARM9 performance requirements, and the third generation has ARM7 performance requirements. From Fig. 4, we can see that our area budget is quite large (although we would not want to use this entire budget if possible). For an Xscale processor that is used four hours per day,


Fig. 4. The additional chip area available on three re-use chains while still maintaining lifetime energy efficiency.
we have sufficient area budget to put another one and a half Xscale processors!

## 5. STUDENT-BASED EFFORTS IN RE-USABLE PROCESSORS

In this section, we briefly describe the various student-related engineering efforts that are currently underway at California Polytechnic State University in San Luis Obispo (Calpoly). It should be noted, that some of the original research into the energy cost of semiconductor manufacturing was done the University of California, Santa Barbara and Davis. Generally, across all of these projects, it has been educational for students to have to design under a new design criteria: lifetime energy. This forces the students to find creative solutions that are not covered by any textbook.

### 5.1 Input/Output requirements for re-usable processors

One particular engineering effort that students at Calpoly are working on is integrating a common, flexible I/O circuit that can cover multiple I/O standards with a reduced hardware cost. The number of supported I/O protocols in embedded processors is numerous: $\mathrm{I}^{2} \mathrm{C}$, RS232, $\mathrm{PCI}, \mathrm{USB}$, etc. We propose integrating I/O devices on-chip and muxing the on-chip I/O devices to provide flexibility in re-use. As long as the combination of I/O devices that we build on-chip does not exceed the area budget found in Section 4, we will still reduce the lifetime energy of a processor while supporting a wide array of I/O standards. The students on this project have developed a figure-of-merit which includes a lifecycle-aware portion by which to guide their design efforts and their development of an 'integrated serial I/O driver' is currently underway.

### 5.2 Wearout detection and wearout tolerant design

It is difficult to accurately estimate the amount of wearout of circuits at design-time, even with detailed reliability modeling. At Calpoly, there are several students who are analyzing the use of stability detection circuits that can be used to improve the lifetime of a processor. Our base design is similar to the stability detection circuit from Franco and McCluskey [21] and is small enough to be employed on widely. Using this circuit, if select structures being to slow down, we can detect this and either reduce the performance of the device, or swap in a spare structure. Similar ideas have been tried at other academic institutions [19], but we are evaluating them from the perspective of lifetime energy cost. Currently, students are investigating several different stability detection circuits and evaluating their suitability for use in a re-usable processor.

Another student initiative is to identify where the weakest links in a processor are located in terms of wearout. If we can identify those links,
potentially we can improve the mean-time to failure (MTTF) of the entire processor for a marginal increase in power or area, or slight degradation in performance. Our tool infrastructure takes circuit layout descriptions and simulates them to find the power density, as well as delay of the circuits. We feed the power density information into a spatial temperature simulator and then measure the MTTF based on some published equations [11]. This way, we have a simulator that we can use to evaluate trade-offs between power consumption, area, performance and MTTF.

### 5.3 Graceful degradation of performance in re-usable processors

While in Section 3 we stated that processors are typically only used for a fraction of their lifetime, wear-out is becoming an increasing concern as we move to finer geometries. In the worst case, we assume that a processor is designed for the lifetime of single task in our food chain and that we need to extend that lifetime by a factor of three. There are four different primary non-transient failure mechanisms that are of concern: electromigration, stress migration, time-dependent dielectric breakdown, and thermal cycling $[10,11]$ that we are modeling.

If we assume that the processor food-chain for re-usable processors is a down-stream food-chain, where subsequent devices have a smaller computational requirement than previous devices, we can make a further area savings to support reliability in re-usable processors. We note that, for instance, the functionality of the Blackfin DSP is a superset of the ARM9 processor and the PIC16 micro controller. Likewise, the ARM9's functionality is a superset of the PIC16 micro controller. Those structures that are shared between the Blackfin DSP with the ARM9 are shown in light and dark gray in Fig. 5. Those structures that are shared
between the Blackfin DSP and the ARM9 with the PIC 16 micro controller are shown in dark gray. The idea is to selectively grow or replicate those structures which are shared between the processors of the food-chain, in hopes of making a Blackfinbased re-usable processor more reliable while minimizing lifecycle energy costs. Currently, a student at Calpoly is designing the reusable hardware prototype on an FPGA.

### 5.4 Graceful degradation of performance in re-usable processors

While in Section 3 we stated that processors are typically only used for a fraction of their lifetime, wear-out is becoming an increasing concern as we move to finer geometries. In the worst case, we assume that a processor is designed for the lifetime of single task in our food chain and that we need to extend that lifetime by a factor of three. There are four different primary non-transient failure mechanisms that are of concern: electromigration, stress migration, time-dependent dielectric breakdown, and thermal cycling $[10,11]$ that we are modeling.

If we assume that the processor food-chain for re-usable processors is a down-stream food-chain, where subsequent devices have a smaller computational requirement than previous devices, we can make a further area savings to support reliability in re-usable processors. We note that, for instance, the functionality of the Blackfin DSP is a superset of the ARM9 processor and the PIC16 micro controller. Likewise, the ARM9's functionality is a superset of the PIC16 micro controller. Those structures that are shared between the Blackfin DSP with the ARM9 are shown in light and dark gray in Fig. 5. Those structures that are shared between the Blackfin DSP and the ARM9 with the PIC 16 micro controller are shown in dark gray. The idea is to selectively grow or replicate those


Fig. 5. Block diagram of shared micro-architectural structures for the Blackfin, ARM9 and PIC16 embedded processor cores.
structures which are shared between the processors of the food-chain, in hopes of making a Blackfinbased re-usable processor more reliable while minimizing lifecycle energy costs. Currently, a student at Calpoly is designing the reusable hardware prototype on an FPGA with two different CPU cores.

## 6. RELATED WORK

The impact of semiconductors on the environment have been studied before [12]. However, we believe that proposing processor re-use is novel in the literature.

Lately, the reliability of processors has been the subject of many papers in the literature. However, many of these papers deal with dynamic detection and/or correction of transient faults. The Razor paper explores dynamic error correction and detection while using aggressive voltage scaling to reduce power consumption [13]. Similarly, the Diva work uses a simple processor that verifies the correctness of the core processor's computation, only permitting correct results to commit [14]. The HotSpot toolset is a thermal modeling tool for processors and they show correlation between temperature and many failure modes within a processor [15]. There are many dynamic techniques that can be used to reduce the thermal profile of a processor [16, 17].

For a reliable computing substrate, we propose a method of processor duplication, which allows us to migrate processor activity from one processor to another. Activity migration is typically used on a micro-architectural level, rather than for individual cores, and has been studied before [18].

Perhaps most closely related to the reliability investigation in this paper is the RAMP paper from UIUC [10]. They investigate graceful degradation of a processor as the processor is subjected to wear-out. Many of their techniques take advantage of the dynamic issue of computations in a superscalar processor. For our study, the embedded domain is dominated by static-issue processors where many of their techniques do not apply.

## 7. FUTURE WORK AND CONCLUSIONS

The combination of pervasive electronics and Moore's law improvement in silicon has led to a disposable-chip economy of increasingly negative environmental impact. While substantial practical challenges remain, this paper motivated a technical strategy for processor re-use. In particular, we showed that the energy required to manufacture low-power, embedded processors is so high that processor re-use can save orders of magnitude of lifetime energy per processor. We identified processor wear-out as an important technical challenge for future process technologies and explored mitigation strategies and their effect on lifetime energy savings.

Calpoly students are tasked with taking circuits which were optimized for performance and redesigning them with the idea of minimizing their lifetime impact. While significant social, economic and technical road-blocks make re-usable computer processors an unattainable goal, this experience provides a foundation of thought for students and the sustainability of their designs.
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