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Nowadays, the industry is widely using embedded systems to match the requirements of low cost and high performance.

Consequently, there is an increasing demand of engineers with high-level knowledge in software and hardware

development. The contribution of this work is to propose a hardware signal processing course based on the pedagogical

methodology known as design experiments, in which theory and practice are linked. The course covers the main topics of

signal processing and includes themain hardware designs used in industry. The work focuses on the open core design used

in those hardware descriptions through proposing several lab practices intended to get students trained in the hardware

software co-design. MATLAB and field programmable gate arrays (FPGA) are used as the design tool and the synthesis

platform, respectively. The work presents an easy-to-follow structure that can be easily understood by the students. The

proposed course was validated from both pedagogical and industrial point of view through two surveys.
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1. Introduction

Nowadays, conventional general-purpose systems

are not suitable for modern applications in con-

trollers and data-processing. For this reason the

industry is widely using embedded systems tomatch

the requirements of low cost and high performance
[1]. The embedded system design requires not only

knowledge in software but also knowledge in hard-

ware design. Taking this into account, universities

around the world have made changes in their

syllabus in order to attend this necessity. As an

important part of any engineering studies, Hard-

ware Signal Processing (HSP) courses should in-

clude hardware-software practice. Software design
is covered using mathematical tools, which are

necessary for learning digital signal processing

(DSP) algorithms. The proposed mathematical

tool for developing DSP algorithms in software is

MATLAB because of its characteristics that allow

clear, compact, and simple programming [2]. The

hardware design is covered using very high-speed

integrated circuit Hardware Description Language
(VHDL) and field programmable gate arrays

(FPGA). Hall and Anderson [3] performed a course

using these tools; however, they did not present the

hardware structure in their work. The Hardware

Description Language (HDL) is an essential part in

the development of the proposed course since it

permits the description and simulation of circuits.

There are plenty of software tools for hardware
description. In this course the used software is

GHDL (G Hardware Description Language) [4],

due to the fact that the selected operation system is

Linux. Nevertheless, other software tools for hard-

ware description can be used. In the annex, simple

instructions for downloading and installing GHDL

under Linux are presented; GHDL can also be

installed under Windows, it is free software for
both platforms. The implementation of the hard-

ware description can be done in FPGA. This tech-

nology satisfies some desired characteristics such

as real-time processing, parallel processing, low

cost implementation and open core design. Further-

more, it solves a principal query on the industrial

applications of around 90% of senior students [5].

From the pedagogical point of view, the use of
technology in education is a key factor for the

student learning. Accordingly to [6], design experi-

ments is a pedagogical methodology that perfectly

links theory and practice; this methodology empha-

sizes on the development of theoretical ideas

grounded in context of practice. In this perspective,

the learning of signal processing requires to link

theory and practice properly. This can be achieved
through software and hardware implementation.

However, such implementation requires to be

rapidly accomplished due to the limited time of

the course, which is limited in only to theory some

cases. Thanks to the quick development of technol-

ogy, nowadays it is possible to implement proto-

types rapidly [7] using DSP processors or FPGA.

FPGA technology allows to improve those courses
that only cover a theoretical part or, at its best,
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implementation of basic algorithms inmicroproces-

sors orDSP [8].Moreover, someof these courses are

developed for a specific device [7, 9] making them

vendor dependent. The use of FPGA in the devel-

opment of DSP courses has been successfully tested

in [10], in which a dual-FPGA board is developed in
conjunction with Xilinx University Program as a

teaching platform. In anotherwork, FPGAare used

in a hardware system for remote accessible em-

bedded system experiments [11]. A DSP course

that proposes the development of an FFT under

HDL as a project is presented in [12]; the disadvan-

tage is the use of a commercial FFT core for its

implementation. A low-cost FPGA development
system based on Altera Max+PLUS software for

teaching FPGA is presented in [13]; Altera has a

University program that provides technology to the

Universities to help them in hardware development

education [14]. An approach to teaching design of

application-specific architectures using HDL, phy-

sical synthesis tools and FPGA is presented in [15].

The use of MATLAB for teaching fixed-point and
floating-point arithmetic using a DSP filter imple-

mentation is performed in [16].

The proposed course uses the pedagogical meth-

odology of design experiments. This is achieved

using HDL, MATLAB and FPGA in order to

obtain an open-core hardware description practice

for teaching hardware signal processing inMaster’s

Degree. This course covers the main topics of DSP
and includes the main hardware designs utilized in

industry (filters, FFT and wavelet transform). The

contribution of the work is the open-core design

used in the hardware descriptions; this allows

FPGA-family independency and increases the inte-

gration of other modules required in industry (AD/

DA converters, interfaces, I/O signals, etc.). As

literature shows, the use of MATLAB, HDL and
FPGA is an essential part in the Master’s curricula;

therefore, the presented work contains lab practice

in which the students develop MATLAB programs

tounderstand the theory, andperform the hardware

description of the algorithms in HDL, which is later

implemented in an FPGA. The work presents

straightforward structure that can be easily under-

stood by the students. The lab practice is designed to
use all the knowledge acquired in class. The MA-

TLAB scripts, intended to facilitate the student

comprehension of the subject, have been distributed

through authors Website (see annex). The corre-

spondingHDL codes can be found in [17] and in the

authors Website (see annex).

2. Course details

The objective of the proposed work is to form high-

level, creative, innovative students, with knowledge

on HSP and FPGA; who have the capabilities and

abilities to generate engineering solutions for sol-

ving industrial and academic necessity. This course

is important in several engineering disciplines since

it provide the bases for the development of mecha-

tronic systems, instrumentation projects, embedded
systems and monitoring and analysis of different

phenomena. The course consists of teaching the

theoretical ideas on signal processing grounded by

enough practice aimed to get students trained in the

hardware software co-design.

The proposed course has been satisfactorily im-

plemented in Master’s Degree taught by the HSP

digital group within the Electromechanical Depart-
ment at Universidad Autonoma de Queretaro,

Mexico, and it is called Hardware Signal Proces-

sing. Some of the careers in which it has been

implemented areElectrical Engineering, Electronics

Engineering, and Mechatronic Engineering. The

requirements to take the course are Digital Systems

and Numerical Methods and especially knowledge

in MATLAB, HDL and FPGA design.
The course’s length is 18 class weeks; 6 hours

weekly. Extra class periods should not exceed 36

hours. This course is mainly practical because in

such a way the student’s motivation is greater

obtaining better performance. The work is divided

into 40 hours theory and 68 hours practice. The

course is designed to be evaluated through the

suggested lab practice; therefore, handing-in a lab
practice report for each of them is compulsory.

As shown in Table 1, the proposed course covers

key topics taught on any typical HSP course. In this

work a practical approach is given, including math-

ematical software and hardware description lan-

guage management.

3. Course development

In this section, a description of the main themes on

each topic is given. The course development has the

structure shown in Table 1. At the beginning of the

course, the professor describes the teaching and the

evaluation methodologies to the students.

3.1 HSP Introduction

The course begins with a general theoretical intro-
duction of hardware signal processing [18–20]:

� Signals, systems and signal processing

� Classification of signals

� The concept of frequency in continuous-time and

discrete-time signals

� Analog-to-digital and digital-to-analog conver-
sions

� Digital filter design

On the other hand, the software practice is highly
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important because the students consolidate the

knowledge acquired in the theoretical classes. The

practice is developed under MATLAB using com-

mon instructions to design filter windows due to

their importance in signal processing [1, 21]. The

first practice consists of a 32-order hann window

simulation. During the lab hours the students must
try out the instructions for different windows and

hand a report in. The MATLAB scripts of these

examples are in the annex named list_01.m.

3.2 Number representation and fixed-point

arithmetic

The second point in the syllabus is the fixed-point

arithmetic. Teaching the floating-point arithmetic is

convenient as well; the recommended book for this

topic is [22]. In this topic themain idea is to teach the

finite word-length effects using both fixed-point and
floating-point arithmetic. The corresponding prac-

tice is the representation of binary numbers using

fixed-point and floating-point arithmetic and the

determination of the quantization errors in both

cases.

3.3 FIR Filter

After learning the different types of windows that

can be used in filter design and the different number

representations, the next point consists of designing

an FIR (finite impulse response) filter. The metho-

dology to design a filter involves software design
followed by hardware design. A real-world applica-

tion of FIR filters for jerk monitoring is presented

byMorales et al. [23], and FIR filters are constantly

used in industry applications. Thus, it is important

for students to know how to design them. An FIR

filter is defined by Equation (1).

yðnÞ ¼ b0xðnÞ þ b1xðn� 1Þ þ � � �þ
bM�1xðn�M þ 1Þ ð1Þ

where, M is the length of the input x(n), y(n) is the
output, and bk is the set of filter coefficients [18].

As a part of the practice, the students must design

several examples of FIR filters with different char-

acteristics under MATLAB. An example is to de-

sign, to simulate and to implement a low-pass FIR

filter with a normalized cut-off frequency of 0.2,

order 7 and a rectangular window. The design is

achieved through list_02.m. Simulation consists of
obtaining the filter response with a time-domain

input signal composed of two pure sine signals with

different frequency (high and low). The MATLAB

script of this example is named list_03.m.

Once the students have become familiarized with

the FIR filter structure, the next step of the practice

is to perform the description of an FIR filter under

HDL; this description corresponds to the hardware-
design. Such objective requires giving an introduc-

tion to the filter digital structure through the reali-

zation of the MAC (Multiplier-Accumulator). The

digital structure of the MAC is shown in Fig. 1,

where it can be seen that the basic knowledge in

hardware description is sufficient to carry out its

development. In Fig. 1, A and B are the inputs, N is

the number of multiplications, K is a pointer to
ROM coefficients, Y is the output, STM is the

process start signal and EOM is the final process

signal.

The digital structure of an FIR filter is shown in
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Table 1. Time schedule for teaching HSP course

Topic
Used
Hours Lab

1. HSP Introduction (9h) 12 Introduction to MATLAB (3h)

2. Number representations and fixed-point
arithmetic (3h)

6 Example of conversion and use of MATLAB. (3h)

3. FIR Filter Theory
Design of FIR filter.
Equation of the filter.
Filter Digital Structure. (5.5h)

18 Design the FIR filter using MATLAB.
Perform the digital structure under HDL.
Perform the simulations
Implement a FIR filter. (12.5h)

4. IIR Filter Theory
Design of IIR filter
Equation of the filter
Filter Digital Structure (5.5h)

18 Design the IIR filter using MATLAB.
Perform the digital structure under HDL.
Perform the simulations
Implement an IIR filter. (12.5h)

5. Wavelet Theory
Wavelet Digital Structure (9h)

28 Use the wavelet toolbox of MATLAB.
Perform the digital structure under HDL.
Perform the simulations.
Implement a Wavelet Processor. (19h)

6.- FFT Theory
FFT Digital Structure (8h)

26 Use the FFT toolbox of MATLAB.
Perform the digital structure under HDL.
Perform the simulations.
Implement a FFT Analyzer. (18h)



Fig. 2, where X is the input signal, Y is the output
signal, N is the order of the filter and STM is the

signal to start the filter operation. The FIR filter

architecture is based on the MAC unit.

The simulation of the last example is carried out

in order to test the proper operation of the filter

HDL description, the bit-width for the input and

output signal is set to be 18 bits. The input signal is

the same as the one used in MATLAB script
list_03.m. Fig. 3 shows the hardware simulation of

the filter. The student should compare the results

obtained throughout theMATLAB simulation and

the HDL simulation. As homework, it is proposed

that the students determine the finite word-length

effects between the filters developed under MA-

TLAB and HDL.

3.4 IIR Filter

The design of filters with an infinite impulse re-

sponse is possible when it is required by the applica-
tion; these filters are the analog-world heritage and

are named infinite impulse response (IIR) filters.

The PID (proportional integral derivative) control-

ler is an example of an IIRfilter; the digital structure

is similar as the one shown by Osornio et al. [24].

Discrete-time IIR filters are described by Equation

(2).

yðkÞ ¼
Xn

i¼0
aixðk � iÞ �

Xn

i¼1
biyðk � iÞ ð2Þ

where, y(k) is the filter response, x(k) is the input
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Fig. 1. Digital structure of a MAC.
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signal, bi and ai are the filter coefficients and n is the

filter order. The function inMATLAB for software-

design of an IIR filter depends on the type of filter to

be designed. Firstly, the students are required to

design a 4-order, low-pass inverse Chebyshev-type
filter with a normalized cut-off frequency in 0.2. The

MATLAB script for the design of this filter is named

list_04.m in the annex. Secondly, in order to test the

filter, the same input signal used in the FIR simula-

tion is applied. The MATLAB script for this exam-

ple is named list_05.m. Finally, the digital structure

for the IIR-filter hardware implementation is shown

in Fig. 4. This structure is similar to that presented
for the FIR filter with some small modifications in

the input registers. These modifications have been

made because the IIR filter structure is recursive,

unlike the FIR filter that is non-recursive.

The practical part of this topic consists of design-

ing several IIR filters in MATLAB describing the

digital structure presented in Fig. 4 and making the

corresponding simulations. Fig. 5 shows the simula-

tion results for a low-pass inverse Chebyshev type

IIR filter with a cut-off frequency of 0.2. The input

and output length is 18 bits. The input signal is the

same as the FIR example.

The objective of the proposed digital filter prac-
tice is the implementation of each filter as shown

Fig. 6. The implementation of the filters implies the

use of analog-to-digital (ADC) and digital-to-ana-

log (DAC) converters. The adequate convertermust

be selected according to the required resolution.

Since an FPGA has a high-resource capacity, the

control of several converters can be implemented on

the same circuit. Likewise, the students are involved
in the SOC (system on-a-chip) development. Fig. 6

shows the general block diagram for the filter

development. It is highly important that students

exploit the FPGA reconfigurability by synthesizing

several types of filters.

As part of the hardware-software co-design, the

MATLAB script given in the list_09.m automati-

cally generates the HDL file containing the coeffi-
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Fig. 3. Low-pass FIR filter simulation results under GHDL (a) input signal and (b) output
signal.

Fig. 4. IIR filter digital structure.



cient ROM. This script can also be used for gen-

erating wavelet transform and FFT coefficient

ROM. The rest of the required files for the imple-
mentation are to be developed by the students in

order to improve their HDL knowledge.

3.5 Wavelet transform

The wavelet transform subject is very extensive;

consequently, it is quite hard to cover it completely

in a standard HSP course. However, the main bases

to understand and learn the correct functionality of

the wavelet in hardware signal processing can be

taught. Real-world examples of the use of wavelet

transform are presented in machine-tools monitor-
ing, fault detection in induction motors, dynamics

parameters extraction, etc. [26–28]. The discrete

wavelet transform (DWT) is calculated through a

bank of low-pass and high-pass filters. This filter

bank is better known as Mallat algorithm [28]. The

algorithm consists of two phases: decomposition

and reconstruction as shown inFig. 7, where fs is the
sampling frequency andN is the sample length. Fig.

7 represents the level 2 decomposition and its

respective reconstruction.

The detail decomposition in a level L is given by

Equation (3), where DL is the detail of the signal at

level L, DCL are the detail decomposition coeffi-

cients corresponding to level L andX(n) is the input

signal [29].

DL ¼ DCLXðnÞ ð3Þ

The approximation decomposition in a level L is

obtained through Equation (4), where AL is the

approximation of the signal at level L, ACL are the

approximation decomposition coefficients corre-

sponding to level L and X(n) is the input signal [29].
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Fig. 5. Low-pass IIR filter under GHDL (a) input signal and (b) output signal.

Fig. 6. Filter lab practice.

Fig. 7.Mallat algorithm.



AL ¼ ACLX ðnÞ ð4Þ

To obtain the approximation or detail decomposi-

tion coefficients in MATLAB, an example is pre-

sented in list_06.m.

The reconstruction of a signal, previously decom-

posed by the last function, is made using Equation
(5) and Equation (6), depending on whether it

requires rebuilding a detail or an approximation,

respectively.

X ðnÞ ¼ DCL
0DL ð5Þ

X ðnÞ ¼ ACL
0AL ð6Þ

An example of both functions is showcased in

list_07.m, whichmakes the decomposition at a level

2 approximation with amother wavelet db6 and the

reconstruction in the same level of approximation.

It is recommended that the students make several

examples with different types of mother wavelets

and levels prior to hardware practice in order to
understand the wavelet function more efficiently.

The digital structure for the wavelet decomposition

is shown in Fig. 8; as with filters, it is based on a

MAC structure. Fig. 9 shows the input signal and its

decomposition at level 2 of approximation with a

db6mother wavelet. The input signal is the same of

the filter examples.

The digital structure to perform the signal recon-

struction is shown in Fig. 10. This structure is
similar to that used in the decomposition with a

small modification in the coefficients ACL. Fig. 11

shows the reconstruction simulation, where the low-

frequency component can be seen at the output. In

this case the wavelet is used as a low pass filter. The

reconstruction is made at level 2 of approximation

with a db6 mother wavelet.

The wavelet lab practice consists of developing a
wavelet processor. The wavelet processor structure

can be proposed in a similar way to the filters by

using the wavelet core instead the filter module.

Another way to do that is by replacing the digital-

to-analog converter output signal by an RS232
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Fig. 9.Wavelet decomposition signal, (a) input and (b) decomposition.

Fig. 10.Wavelet reconstruction digital structure.



communication link with a PC for comparing the

obtained results under MATLAB. The block dia-

gram of Wavelet processor is presented on Fig. 12.

3.6 Fast Fourier Transform

The Fast Fourier Transform (FFT) is an important

tool for hardware signal processing and it is com-

monly used in many industrial monitoring applica-

tions such as spectrum analyzers, fault detection in

induction motors, etc. [12, 30, 31]. The discrete
Fourier transform (DFT) is defined by Equation

(7) [17], in which x(n) is a time-domain data se-

quence for an N-point data set, n and k are the

discrete-time and frequency indexes respectively,

and the transformation kernelW is given by Equa-

tion (8).

X ðkÞ ¼
XN�1

n¼0
xðnÞWnk

N 0kN � 1 ð7Þ

Wnk
N ¼ exp �j2� nk

N

� �
ð8Þ

The arithmetic complexity of the DFT algorithm

becomes a significant factor with an impact in the

global computational cost. Cooley and Tukey [18]
developed the radix-2 FFT algorithm to reduce the

computational load of the DFT, the FFT is the

optimized implementation algorithm for the DFT

computation, it lowers the arithmetic complexity

from O(N2) to O(NlogN).
The algorithm used in the proposed course is the

Decimation-In-Time (DIT) version of Cooley and

Tukey0s FFT algorithm. The main block for the
FFT computation is the butterfly processor which

contains complex fixed-point multipliers and ad-

ders. The fully combinational block diagram for the

butterfly is shown in Fig. 13, where g0 = a0 + (a1c–

b1s), h0 = b0+ (a1s-b1c), g1=a0 – (a1c-b1s), and h1=b0
– (a1s + b1c). Where ak and bk are the real and

imaginary part of the input data, respectively; c and

s are the real and imaginary part of the transforma-
tion kernel.

Once the students have developed the butterfly

structure, the next step is to integrate the necessary
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Fig. 11Wavelet reconstruction (a) input signal and (b) output signal.

Fig. 12.Wavelet processor.

Fig. 13. Radix-2 butterfly block diagram.



modules in order to calculate the FFT; these mod-

ules are two RAM memory blocks, two look-up

tables (LUT) containing the cosine and sine twiddle
values, an address generator and a finite-state

machine control. Fig. 14 presents the general FFT

block diagram.

The corresponding practice for this topic consists

of the description of a 256-point FFT. AMATLAB

example of a 256-point FFT is presented in

list_08.m, in which an input signal of 25 Hz with a

sampling frequency of 1000 Hz is used. Fig. 15
shows the same example but now for an FFT

described on GHDL.

The FFT practice consists of developing an FFT

analyzer, the importance of the FFT analyzer’s use

is presented in [33]. For the FFT analyzer the use of

aVGAmonitor for displaying the signal spectrum is

proposed. As in the former practice, the converters

and modules developed along the course are now

used. The development of the VGA display is

absolutely relevant; the possibility to use the PC or

oscilloscope for displaying results is provided to the
students. The block diagram is shown in Fig. 16.

4. Educational assessment

With the aimof evaluating the course’s benefits, two

surveys are presented and discussed. The first survey

is designed to evaluate the effectiveness of the course
in teaching and learning. It is applied to 20 master

degree students who took the course ‘Hardware

Signal Processing’. The second survey was applied

to six regional industries focused on the field of

Mechatronics, the objective of which is to evaluate

how useful it is for the regional industry that

students have a wide knowledge in hardware-soft-

ware co-design. In both surveys, respondents were
asked to provide a percentage of agreement for each
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Fig. 14. FFT block diagram.

Fig. 15. 256-point FFT in GHDL (a) input signal and (b) output signal.

Fig. 16. FFT analyzer.



question, being 100% full agreement and 0% full

disagreement.

Table 2 shows the average of Master’s Degree

students’ responses. The survey shows that students

found the course easy to follow and well balanced

between theory and practice. Table 3 presents the

results of the second survey, finding that the regio-

nal industry have a wide interest in professionals
with knowledge in hardware and software proces-

sing.

5. Conclusions

In this work, the design of laboratory practice for
teaching hardware signal processing using an open

core hardware description is presented. From the

pedagogical point of view, the proposal is based on

the Design experiments methodology where a link

between theory andpractice is proposed. The course

was organized considering both, software and hard-

ware. Major weight was given to the lab practice

encouraging the students to validate their theore-
tical knowledge. The utilized pedagogical metho-

dology gives students the skills to propose

engineering solutions in both academic and indus-

trial necessities. The use of FPGA opens the action

field for the students and allows them to use their

knowledge on quick prototyped, low cost, and SOC

solutions. The proposed course was validated from

both pedagogical and industrial point of view
through two surveys. The first one (Table 2) shows

that students agree in a 95% that the course success-

fully links theory and practice. Moreover, the 90%

agree that the course is focused on real applications

useful for solving problems in the industry. The

second survey (Table 3) was intended to obtain

feedback from the regional industry about the

usefulness to prepare students in the hardware-
software co-design. Industries that answered the

questionnaire agree in a 95% that hardware and

software processing are important skills that engi-

neers need to feature. Moreover, the 96% agree that

the knowledge in hardware-software co-design is

useful for solving problems in the industry.
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Appendix

MATLAB files and HDL files can be downloaded from www.hspdigital.org in download section

MATLAB Files

list_01.m Example functions ‘window’ and ‘freqz’

list_02.m Example function ‘fir1’

list_03.m Example function ‘filter’

list_04.m Example function ‘cheb2’

list_05.m Example function ‘cheby2’ and ‘filter’

list_06.m Example function ‘wfilters’
list_07.m Example function ‘wavedec’

list_08.m Example function ‘fft’ and ‘abs’

list_09.m Example of ROM-coefficients HDL file automatic generation.

GHDL Installation
Taken from http://ghdl.free.fr/INSTALL

Install file for the binary distribution of GHDL.

GHDL is Copyright 2002 - 2010 Tristan Gingold.
GHDL is free software; you can redistribute it and/or modify

it under the terms of the GNU General Public License as published by

the Free Software Foundation; either version 2 of the License, or

(at your option) any later version.

The binary are installed in /usr/local directory. You cannot change this

default location, unless you set links.

You must be root to install this distribution.

To install ghdl:

$ su

# tar -C / -jxvf @TARFILE@.tar.bz2
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Note: you must also have a C compiler and zlib installed.

There is a mailing list for any questions. You can subscribe via:

https://mail.gna.org/listinfo/ghdl-discuss/

Tristan Gingold.
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