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With decreasing budgets for teaching assistants, large class sizes, and increased teaching loads, it is becoming ever more

important to effectively utilize resources without sacrificing best practices of assessment. The objective of this study is to

evaluate a hybrid multiple-choice final examination with optional partial credit (MC+PC) as a replacement for the same

examination in constructed response (CR) or strict multiple-choice (MC) formats. In the hybridMC+PC format, students

were givenmultiple-choice options andwere also allowed to submit constructed responses thatwould be graded for partial

credit. The three examination formats were utilized once each in three offerings of a Numerical Methods course at the

University of South Florida. Multiple linear regression and item analysis of student responses demonstrate that students

approach the MC+PC format similarly to a CR exam, and the administrative requirements of the test were significantly

reduced. This study finds the hybrid MC+PC format to be equally reliable and appropriate for a comprehensive final

examination.

Keywords: final examination; examination formats; numerical methods

1. Introduction

As the discourse on educational strategy has shifted

in recent decades from a focus on teaching to

student-centered learning objectives, the role of
student assessments has shifted from measurement

of topic mastery to the ‘‘constructive alignment’’ of

assessments with the learning process [1]. When

examinations and other assessments undertaken

during theprogression of a course are constructively

aligned with learning, they both measure student

achievement and guide the learning process through

structured formative feedback [2].
Comprehensive final examinations, in contrast,

serve tomeasure overall achievement of the learning

objectives of the course and, due in part to their

timing in the U.S. semester-based course calendar,

rarely serve to guide the learning process. In the

combined experience of the authors as instructors of

engineering curricula, less than 1% of students

request to review the scored final examination.
This indicates that a large majority of students do

not perceive final examinations to be an opportu-

nity for learning, but rather a straightforward

measurement of their mastery of the skills acquired

in the course.

While constructed response (CR) examinations

expose the thought processes of individual students

and thus facilitate constructive student-centered

feedback, they are time- and resource-intensive to

score [3]. Instructors who must balance teaching
and research obligations or who strive to ensure the

effective allocation of teaching support may reason-

ably question the efficiency of a constructed

response final examination format. Ideally, a more

efficient but equally effective gradingmethod would

save instructor resources without undermining the

role of the assessment.

Multiple-choice (MC) examinations, in compar-
ison to CR examinations, are often preferred by

students [4] and are more easily and reliably admi-

nistered by instructors. In a computation-intensive

science, technology, engineering or math (STEM)

course, this preference may be tempered by the

general inability of a multiple-choice examination

to differentiate between conceptual and procedural

errors.
To overcome this limitation, this study presents a

synthesis of MC and CR formats whereby students

may opt to provide a written response to an MC

item in addition to their selection of a multiple-

choice option. If the student selects an incorrect item
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option, the written response is scored and assigned

partial credit. The above formats were evaluated by

administering a comprehensive final examination to

students in an undergraduate course in Numerical

Methods in the three formats: constructed response,

multiple-choice, and multiple-choice with partial
credit.

The primary research question is to evaluate

whether the multiple-choice with partial credit

(MC+PC) examination format provides an equally

reliable and appropriate evaluation of student

achievement of learning objectives when compared

with the CR and MC-only formats, in conjunction

with reduced administration requirements.

2. Background

The question of choosing themost appropriate item

format for student assessments is neither new nor

definitely resolved and has been discussed since the

appearance of MC tests in the early 1900s [5]. More
specifically, a number of studies have evaluated the

equivalence between, and advantages and draw-

backs of, the CR and MC formats [3, 6, 7]. While

it is acknowledged that a specific format may be

more appropriate depending on the trait the exam-

iner wishes to evaluate, Rodriguez summarized the

consensus in the literature that, when carefully

designed, both formats approach equivalency, par-
ticularly for qualitative and reading comprehension

items. It is more essential, he advised, to define the

measurement objectives of the test and design a test

that ‘‘elicits the kind of behavior reflected in [that]

definition’’ [5].

From an administrative perspective, CR exam-

inations can be one to several orders of magnitude

more costly to implement and score than MC
examinations, especially as the size of the examinee

population grows [3]. CR items are generally con-

sidered more reliable than MC items, as student

guessing is minimized and more nuanced scoring is

possible; however, maintaining validity and consis-

tency requires strict maintenance and fair applica-

tion of a grading rubric [1]. As a result, CR items

require allocating students more time during the
examination and increase the administrative

demands in preparing for and scoring the examina-

tion and providing feedback to students. Scoring

constructed response items requires graders with

high-level domain knowledge and includes a certain

degree of subjectivity that may inadvertently intro-

duce variation or bias in students’ scores.

From the student perspective, MC items are
generally preferred, although at times for reasons

counterproductive to learning goals [4]. MC items

are perceived by students to be ‘‘easier,’’ both to

prepare for and during the examination. Students

tend to believe that MC items are limited to testing

basic knowledge and find comfort in the availability

of options and the ability to guess if they are unsure

of the correct answer [8]. Conversely, they tend to

find CR items ‘‘fairer’’ in terms of demonstrating

the depth of knowledge or skills being tested and
also for the ability to achieve partial credit.

A number of strategies for assessing partial

knowledge using MC questions have been devel-

oped with the goal of minimizing guessing or

determining the state of knowledge of the student

[9]. Alternatives to standard single-item-correct,

dichotomous scoring MC methods include differ-

ential item and option weighting or new item or
response methods [10]. Option weighting methods

assign partial credit weighting to item options

according to correctness, based on the judgment

of experts, such as the instructor, or by empirical

evidence from previous administrations of the test.

Dressel & Schmid [11] proposed the multiple-cor-

rectMC item format in which items may have more

than one correct option and students are instructed
to select all correct options. Coombs et al. [12]

introduced elimination testing, a response method

in which students explicitly eliminate incorrect item

options and mark their selection for the correct

option. Probability testing [13] and confidence

marking [11] respectively ask students to assign a

probability of correctness to each option or a

confidence in the correctness of the student’s selec-
tion. The number of variants to each of these

strategies is significant, each with trade-offs in

transparency, ease of communication, and time

requirements for test writing and grading.

Recent studies have evaluated the use of MC

examination formats in science and engineering

courses. Scott et al. [14] provided a detailed analysis

of the conversion of examination format in a large-
scale introductory physics from CR to MC and

conclude that MC examinations ‘‘[fulfill] their pri-

mary function of assessing student understanding

and assigning the appropriate grade’’ while redu-

cing student appeals and grading difficulties. Chan

& Kennedy [15] reviewed stem-equivalent CR and

MC items in two randomly assigned examination

formats in a college-level economics course. Results
of a comparison ofMCandCR items showedmixed

effects resulting from the inclusion of itemoptions in

which particular options may help students in

‘‘articulating the answer in unequivocal fashion’’

while other item options may cause students to

‘‘worry about erroneous factors that they otherwise

would not have taken into consideration’’. Adair &

Jaeger [16] introduced a computerized test format
and scoring method in which students label each

multiple-choice options as ‘‘correct’’, ‘‘wrong’’, or

‘‘not sure’’ thereby revealing partial knowledge of
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the examined concepts bywhich students are graded

accordingly. Finally, Stanger-Hall [17] evaluated

the use of mixed CR and MC examinations

throughout an introductory biology course and

found that the inclusion of CR items improved

critical thinking skills and studying strategies used
by students.

3. Experimental design

Numerical Methods is an undergraduate, junior-

level course that follows the mathematical course

sequence of Calculus I, II, and III and Ordinary
Differential Equations [18]. Three consecutive offer-

ings of the course were included in this study,

namely the Spring 2012, Spring 2013 and Summer

2013 semesters. Following local IRB procedures,

students were invited to participate in the study via

announcements made in the course.

For each participating student, the student’s age,

gender and performance in the prerequisite courses
were recorded. Additionally, as students in the

course are typically further into their academic

careers, students were identified by transfer status:

first time in college (FTIC), transfer students from a

community college (CC) with a completed Associate

of the Arts degree, or other (OT) which includes

students transferring from another institution with-

out a completed degree. All of the above data were
collected from official institutional records.

Student achievement in the course was assessed

through a combination of homework assignments

[19], class activities and examinations, including the

final comprehensive examination. The same topics

were covered in each of the three semesters, drawn

from eight chapters in a well-known Numerical

Methods textbook [20]. Three examinations were
administered over the course of each semester and

together covered all of the material presented in the

course. The in-course examinations consisted pri-

marily of constructed response items with a few

multiple-choice items.

The final examination contained three questions

per chapter covered in the course; two of the three

questions were based on the lower levels of Bloom’s
taxonomy [21]—knowledge, comprehension, and

application—while the third was based on the

higher levels—analysis, synthesis, and evaluation.

The in-course examinations were similarly designed

to measure learning at various levels. The three

formats of the final examination were identical

with respect to item stems and differed only in

terms of item format and grading policy. Develop-
ment of the examination relied fully on the 2nd

author’s 24 years of experience as an instructor of

Numerical Methods, throughout which the content

of the examination has stabilized and been proven

valid. Three items were naturally multiple-choice

and the format of these questions was not varied

across the three semesters in this study. Each of the

24 questions was assigned a maximum score of 4

points, with the cumulative examination score being

the sum of points received plus 4 additional points
for a total maximum score of 100 points.

Each semester received one of the three final

examination formats, administered as follows. The

CR final examination was administered in the

Spring 2013 semester. With the exception of the

three common multiple-choice questions, item

stems were presented without options and students

were asked to provide an answer and show all
related work. Students were given 120 minutes to

complete the examination. The final examinations

were graded according to a rubric designed by the

instructor and applied by a graduate teaching

assistant, who worked with the instructor to

ensure the rubric was followed closely. Correct

final answers received full credit of 4 points; incor-

rect answers received as partial credit the 4 points
reduced by 1 point for each procedural error (e.g., a

sign or computational error) and 2 points for each

conceptual error (e.g., correct application of less

appropriate method).

TheMC+PC final examination was administered

in the Spring 2012 semester. Item stems and four

options were presented to students, who were

instructed to select the correct option. Following
the advice in Haladyna [22], item options were

carefully constructed in such a way that distractors

were non-obvious and required that the student

understand the material or complete a calculation.

Correct answers received full credit, while incorrect

answers were then reviewed by a graduate teaching

assistant following the same rubric and under the

same guidance as theCRexamination grader. Thus,
if a student selected an incorrect MC option and

elected to show their work, their answer was treated

as if it was a CR item and the student received

between 0 and 3 points (in integer increments).

Students in this semester were again given 120

minutes to complete the examination.

The MC final examination was given in the

Summer 2013 semester. Item stems and options
were identical to those presented to students on

the MC+PC final examination. This treatment

was differentiated by the use of the conventional

MC format correct/incorrect grading style. Thus

students received either 0 or 4 points with no

opportunity for partial credit. Because students

were not required to organize or structure their

responses, students in this semester were given 90
minutes to complete the examination. In all seme-

sters, only a few students required the entire allo-

cated time.
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4. Results

4.1 Student demographics and academic

preparation

As seen in Table 1, participation was approximately

90% in each of the three semesters, with N ¼ 199

total participants. Two studentswere excluded from

the study due to incomplete prerequisite grade
records. The number of students, age, transfer

status and mean prerequisite GPA (PGPA) are

shown in Tables 2 and 3.

Ideally, the composition of each class should be

equal, both in terms of the origin of the student and

their performance in the prerequisite courses. A

Pearson’sChi-squared testwas applied todetermine

if each of the classes contained similar students.
Significance for this and all other tests presented in

this study was set at a Type 1 error rate of 5%. The

results of this analysis indicate that the composition

of students in each class is not significantly different

with respect to transfer status (�2 = 7.479, p =

0.113). However, a two-sided Student’s t-test com-

paring PGPA between semesters (Table 4) suggests

that student performance in the prerequisite courses
differs between Spr ’12 vs Spr ’13 and Spr ’12 vs Sum

’13, indicating that students’ prior academic perfor-

mance at the start of the course in the Spring 2012

semester differs from the other semesters.

4.2 Student performance on final and in-course

examinations

Performance of the students in the course up to the

final examination is measured by averaging the in-

course examination grades. Homework grades were

excluded as they are designed to encourage student

participation, while examination grades are a stron-
ger measure of mastery of the topics studied. Three

examinations were given during the semester and

collectively cover all of the topics in the syllabus.

Thus, a student’s performance on the in-course

examinations can be directly compared to their

performance on the final examination. Averaged

in-course examination grades are moderately corre-

latedwith students’ previous academic performance

as measured by MPGPA, with an average correla-

tion coefficient of 0.486. The mean, median and

standard deviation of averaged in-course examina-

tion grades are presented in Table 5.

Student performance on the final examination is
presented in Table 6 by raw score and according to

final examination format. The CR and MC+PC

examinations are scored by the equivalent and

directly comparable partial credit method discussed

in Section 3, with scores assigned in integer values

from 0 to 4. Similarly, the dichotomously scored

MC examination can be compared with the

MC+PC format by removing the partial credit
option (hereafter denoted MC-PC) and using the

dichotomous 0 or 4-point scoring method.
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Table 1. Student participation by semester

Treatment N Opted In Opted Out Incomplete Participation (%)

Spring 2012 74 65 9 0 87.8
Spring 2013 83 75 8 0 90.4
Summer 2013 63 59 4 2 90.5

Table 2. Total number of students, gender and transfer status by semester

Gender Transfer Status

Semester Total Male Female FTIC CC Other

Spring 2012 65 63 2 41 17 7
Spring 2013 75 65 10 41 29 5
Summer 2013 57 52 5 25 22 10
Total 197 180 17 107 68 22

Table 3.Mean age and PGPA of students by semester

Age PGPA

Semester Mean Mean SD

Spring 2012 22.52 3.22 0.52
Spring 2013 23.15 3.04 0.54
Summer 2013 23.39 2.98 0.53
Mean 23.02 3.08 0.53

Table 4. Student’s t-test on PGPA between semesters

Spr ’12 vs
Spr ’13

Spr ’12 vs
Sum ’13

Spr ’13 vs
Sum ’13

t statistic 2.033 2.509 0.597
p value 0.044 0.013 0.552

Table 5. Averaged in-course examination grades by semester

Treatment Mean Median SD

Spring 2012 77.19 78.75 10.17
Spring 2013 74.57 76.00 12.30
Summer 2013 75.03 75.67 12.49
Mean 75.60 76.81 11.65



Mean final examination scores were significantly

higher for the MC+PC students than for CR

students under partial credit scoring, t(136) =

–5.03, p < 0.001. A significant effect was not

observed in the dichotomous scoring scenario

between the MC-PC and MC formats, t(117) =

–0.23, p = 0.816. The percentage of each point

level awarded out of the total number of items
graded in each examination format is presented in

Fig. 1, where it can be seen thatMC+PC were more

likely to receive full credit.

Interestingly, students taking the MC+PC final

examination were significantly more likely to

choose not to select a multiple-choice option than

the students taking the MC final examination.

Among all of the responses of the MC students,
only four responses were blank (where no option

was selected). In contrast, in theMC+PC group, for

each item an average of 16% of the students chose

not to select a multiple-choice option despite the

fact that absolutely no penalty was imposed for an

incorrect selection. The implication is that, while

multiple-choice tests are often criticized for

encouraging guessing, when taking the MC+PC

format examination students did not feel compelled

to guess when they were not confident in their

answer.

4.3 Validity of the final examination formats

To test for consistency in the ranking of students by

the four final examination formats, student perfor-

mance on the final examination was compared to

prior performance on the in-course examinations.A

Spearman’s rank test indicates statistically signifi-

cant strong correlation between performance on in-

course examinations and performance on the final

examination for all of the final examination for-
mats. This is a strong indicator that the final

examination, in all of the studied formats, provides

a consistent evaluation of the student’s mastery of

the subjects presented in the course.

To ensure that the addition of the partial credit

option does not affect the overall ranking of stu-

dents in the course, a Spearman’s rank correlation
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Table 6. Final examination raw score by examination format

Scoring Format Semester N Mean Median SD Min Max

Partial Credit CR Spring 2013 75 58.1 58 13.7 27 86
MC+PC Spring 2012 65 69.6 71 13.3 22 94

Dichotomous MC-PC Spring 2012 65 59.9 60 14.8 20 92
MC Summer 2013 57 59.3 60 15.4 24 92

Fig. 1. Percentage of points awarded to students by format.



test was also applied to the final examination grades
of the Spring 2012 semester with and without the

partial credit option applied. The correlation coeffi-

cient is near unity (cor = 0.968), indicating that

student ranking is largely unaffected by the partial

credit option (p < 0:001).

4.4 Reliability of the final examination formats

The term reliability refers to the ability of a test to

consistently assess or measure the same underlying

ability or concept, insofar as in a fully reliable test
the only source of measurement error is random

error. Cronbach’s coefficient alpha [23] is the most

popular metric for evaluating reliability, and is

considered a measurement of internal consistency,

or the level of inter-item correlation within a test

administered to a single group. The coefficient alpha

estimation of reliability for each of the examination

formats and scoring methods is shown in Table 8.
For both the CR and MC+PC examination for-

mats, alpha is near 0.74, while the dichotomously

scored MC and MC-PC examination formats

demonstrated reliability near 0.68.

While higher reliability is preferred, both scoring

methods achieve adequate reliability for mastery-

type, low-stakes tests used in conjunctionwith other

grading and scoring methods, where a reliability
coefficient of 0.60 or greater is considered accepta-

ble [24, 25]. The reliability of a test can be increased

by adding more items relevant to the test subject,

and the new reliability of the test can be predicted by

the Spearman-Brown prediction formula [26]

according to the observed reliability of the test
with the current number of items. Using this for-

mula, the examinations under the dichotomous

scoring method would require 8 additional items

to be equivalent to the reliability of the partial credit

final examinations.

4.5 Evaluation of the examination formats by

multiple linear regression analysis

Multiple linear regression models were used to

evaluate the three examination formats within the

context of the two scoring methods, taking into

account the student’s age, gender, transfer status

and academic performance prior to the final exam-

ination. Estimated coefficients and p values for the

partial credit and dichotomous scoringmethods are
presented in Table 9. In both cases, student profile

information and the examination format explained

a significant portion of variance in final examina-

tion score: partial credit, R2
adj = 0.582, F(7, 132) =

28.682, p < 0:001; dichotomous, R2
adj = 0.452, F(7,

114) = 15.249, p < 0:001.
For both scoring formats, the students’ in-course

examination grade average is a statistically signifi-
cant predictor of performance on the final examina-

tion, while performance in the prerequisite courses

is statistically significant for the partial credit scor-

ing method and nearly significant in the dichoto-

mous scoring method. Under partial credit scoring,

a significant effect was observed for the format of

the examination, where the multiple-choice format

increases final examination grades by approxi-
mately 9 points. Significant effects were not
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Table 7. Spearman’s coefficient of correlation between the students’ averaged in-course examination grades and final examination grade

Scoring Semester Grading Policy Spearman’s Coefficient p value

Partial Credit Spring 2013 CR 0.673 < 0.001
Spring 2012 MC+PC 0.619 < 0.001

Dichotomous Spring 2012 MC-PC 0.626 < 0.001
Summer 2013 MC 0.676 < 0.001

Table 8. Cronbach’s alpha for each final examination format

Scoring Format Semester
Cronbach’s
Alpha

Partial Credit CR Spring 2013 0.746
MC+PC Spring 2012 0.732

Dichotomous MC-PC Spring 2012 0.675
MC Summer 2013 0.682

Table 9. Results of multiple linear regression analysis comparing CR and MC+PC examination formats under partial credit scoring

Partial Credit Scoring Dichotomous Scoring

Factor Estimate SE p Estimate SE p

(Intercept) –0.82 8.60 0.926 –7.50 10.16 0.462
Format: MC+PC 8.90 1.66 < 0.001 2.50 2.14 0.244
Average In-Course Exam Grade 0.67 0.08 < 0.001 0.79 0.10 < 0.001
PGPA 4.82 1.77 0.007 4.43 2.26 0.053
Age –0.22 0.22 0.328 –0.32 0.30 0.286
Gender: Female 2.78 2.92 0.343 3.68 4.48 0.413
Transfer: CC –2.20 2.04 0.283 –1.23 2.61 0.638
Transfer: Other –4.24 3.02 0.163 –2.46 3.29 0.456



observed for the remaining factors, thus a strong

bias was not demonstrated for age, gender or

transfer status. However, the negative coefficients

of age and transfer status indicate that older and

non-FTIC students tend to underperform when

compared to FTIC and younger students.

4.6 Grading burden

In terms of grader effort, 58%ofMC+PC itemswere

correctly answered and required no additional

review after the MC option selection was scored,

leaving 41% to be graded by hand (1% of the items

were unanswered). Students in the MC+PC group

were motivated to approach the questions as if they
were constructed response and 81% of the correctly

answered questions included work. In comparison,

while all of the items in the CR section had to be

manually scored, 43%of the total items to be graded

was answered correctly and thus required minimal

scoring effort. The remaining 57% of the CR items

had to be graded by hand and required more of the

grader’s time.Overall, a conservative estimate of the
reduction in high-effort grading required for the

MC+PC format was 28%.

4.7 Item analysis

4.7.1 Item difficulty index

For each examination format, the item difficulty

index was calculated as the proportion of students

who correctly answered an item among the total

number of students. Naturally, this value is a posi-

tivenumberbetween0and1,withuniversally easyor
difficult questions indicated by an itemdifficulty of 1

or 0, respectively. It is generally recommended that,

fornorm-referenced examinations, the ideal average

item difficulty index is halfway between chance and

perfect scores—or 0.625 for four-option multiple-

choice items [27]. Ideally, formastery-type examina-

tions, the average difficulty index should be higher

such that a larger percentage of the examinees are
correctly answering each item.

Mean item difficulty index and standard devia-

tion for the four scoring strategies are presented in

Table 10. While the constructed response and strict

multiple-choice scoring strategies were on average

equally difficult, the combination of the multiple-

choice format with partial credit scoring decreased

the difficulty of the examination as seen in the

increased average difficulty index. Given that the

examination under consideration is a cumulative

final course evaluation, the average item difficulty

index demonstrated by the MC+PC format is more

suited to the objectives of the examination.

4.7.2 Item discrimination index

The ability of an item to discriminate between high

and low achieving students was measured by the

point biserial correlation of item score to total score

on the examination [28]. The item discrimination

index ranges from –1.0 to +1.0, where a positive

discrimination index indicates that students who

performed well on the test tended to correctly
answer the item. Negative discrimination suggests

that lower achieving students fared better on the

itemand is not desirable. For norm-referenced tests,

a high discrimination index is desired to differenti-

ate student performance within the class, while a

lower discrimination index is expected for mastery-

type tests [27].

Average item discrimination of each of the scor-
ing formats is presented in Table 10. On average the

partial credit scoring strategies are slightly more

discriminating than the multiple-choice only for-

mats.

4.7.3 Item characteristic curves

Item characteristic curves (ICC) provide further

information on student performance and finer

detail as to performance on an item across a range
of student achievement levels [28]. Students were

divided by quartiles based on their overall examina-

tion score within their course cohort. For each item

and examination format, the ICC was generated by

plotting average item score on the vertical axis by

overall exam performance by quartile on the hor-

izontal axis. Figure 2 shows the ICCs for the 24 final

examination questions for each of the four scoring
formats. A consistent and gradual slope is desired,

indicating that more higher-achieving students cor-

rectly answer the item, as is seen in many of the

questions. A flat ICC is less desirable and occurs in

situations of higher item difficulty or lower item

discrimination. Figure 2 suggests that the questions

are on average well-balanced across all of the
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Table 10. Item difficulty and discrimination indices for the four exam and scoring formats

Item Difficulty Item Discrimination

Scoring Format Mean SD Mean SD

Partial Credit CR 0.564 0.221 0.299 0.174
MC+PC 0.683 0.183 0.281 0.153

Dichotomous MC-PC 0.583 0.214 0.227 0.141
MC 0.576 0.189 0.234 0.122



scoring formats as the curves are similar for all

formats with a few exceptions.

4.7.4 Example questions

To illustrate the difference in student responses to

questions in the three formats, two questions from

the final examination have been reproduced in Box

1. The only difference between the items across the

formats is the addition of the multiple-choice
options, which were the same for the MC and

MC+PC formats. The item stems were constructed

carefully so that no additional information was

presented in the multiple-choice options that were

not already available in the item stem, other than the

limited options.

In Question 14, students were asked to suggest

the best location for the placement of two velocity
sensors in a pipe of radius 2 meters such that flow

rate would be most accurately observed from the

sensors. In this question, the item difficulty index

across the four scoring strategies studied was 0.230

(CR), 0.708 (MC+PC), 0.708 (MC-PC), and 0.526

(MC). The item discrimination index for this ques-

tion did not demonstrate such large differences; all

four item discrimination indices were near the
average of the four (M = 0.150, SD = 0.042). In

this case, it was determined that the options forced

students to consider the physical limits imposed in

the problem in terms of the placement of the

probes. Students without the options present were

more likely to suggest infeasible probe placement

(e.g. outside of the pipe) or to provide a location

for a single probe rather than two (despite the clear

indication in the item stem that two answers were
expected). The low difficulty index in the CR

format and the absence of any difference between

MC+PC and MC-PC difficulty indices show the

influence of providing choices to the students.

Largely, students either knew or did not know

the correct answer.

In Question 15, the item options include answers

derived from common mistakes. The item difficulty
index was higher for the CR student group than for

the students presented with multiple-choice

options—0.817 (CR), 0.569 (MC+PC), 0.523

(MC-PC), and 0.561 (MC). Average item discrimi-

nation for the question is 0.427 (SD = 0.059). This

question has a higher item difficulty index for the

CR format because while students tended to begin

to approach the question correctly and thereby
obtain reasonable partial credit, they often faltered

at the endwhen coming upwith the final formula for

the question. In the case of MC+PC and MC, the

item difficulty index is lower in part because stu-

dents may have been overly confident in their

answer upon finding a multiple-choice option that

matched their calculations. The item discrimination

index is more than acceptable on this question.
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Fig. 2. Item characteristic curves: average item correctness by class-wise quartiles of the full final examination score for each
item and format.



5. Discussion and limitations

This article presents and compares the performance

of 197 students on the final examination of an
undergraduate course on Numerical Methods,

using three examination formats—constructed

response, multiple-choice and a hybrid multiple-

choice with partial credit—and under two scoring

methods—partial credit and dichotomous scoring.

Performance on the final examination was found to

be highly correlated with performance on the in-

course examinations for each of the three student
groups.

Similarly, students’ academic performance in

prerequisite courses and during the numericalmeth-

ods course were significant predictors of perfor-

mance on the final examination for both the

partial credit and dichotomous scoring strategies,

although the effect of prerequisite course perfor-

mance was slightly less than significant under
dichotomous scoring. While students performed

better when presented with multiple choices with

the opportunity for partial credit than when asked

to independently construct their response, no sig-

nificant effects were observed with respect to the

student profile.
Additionally, the hybrid MC+PC format was

found to provide a similar level of reliability when

comparedwith the other formats under their respec-

tive scoring methods. The observed average item

difficulty and discrimination indices further indicate

that theMC+PC format is an appropriate examina-

tion format for a comprehensive final evaluation.

Furthermore, item analysis helps improve the
design of the exambyproviding important informa-

tion on item performance when format changes are

under consideration.

The results of this study are limited by the

inclusion of a single numerical methods course

rather than a broad selection of STEM courses.

Similarly, the context of the study—an upper-level

undergraduate course at an American university—
limits the broader applicability of the results to

other university systems with different course struc-

tures and schedules.

However, the results presented demonstrate that,

within these limitations, the combination of MC

items with optional partial credit provides an ideal
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Question 14

You are asked to estimate the water flow rate in a pipe of radius 2 meters at a remote are location

with a harsh environment.You already know that velocity varies along the radial location, but you

do not know how it varies. The flow rate, Q, is given by Q ¼
R 2

0
2�rVdr. To save money, you are

allowed to put only two velocity probes (these probes measure velocity and send the data to the

central office in New York, NY via satellite) in the pipe. Radial location, r, is measure from the

center of the pipe, that is r ¼ 0 meters is the center of the pipe and r ¼ 2 meters is the pipe radius.

The radial locations in meters you would suggest for the two velocity probes for the most accurate
calculation of the flow rate would most nearly be at r ¼ _____ and r ¼ _____ .

(a) 0,2

(b) 1,2

(c) 0,1
(d) 0.42, 1.58

Question 15

The force vs. displacement data for a linear spring is given below. F is the force inNewtons and x is

the displacement in meters. Assume displacement data is known more accurately.

Displacement, x (m) 10 15 20

Force, F (N) 100 200 500

If the data is regressed toF ¼ kx, the value of k byminimizing the sumof the square of the residuals

is most nearly _____ N/m.

(a) 16.11 N/m

(b) 17.78 N/m

(c) 19.31 N/m

(d) 40.00 N/m

Box 1: Example questions from the final examination with multiple-choice options included.



middle ground between a CR- or MC-only exam-

ination. Grading demands decreased significantly

for theMC+PC examinationwhen compared to the

CR examination format, while theMC+PC demon-

strated reliability equivalent to the CR-only format.

The pressure to answer the multiple-choice portion
of the item was reduced by the partial credit option,

thus reducing guessing. Whereas the MC-only stu-

dents left only 4 items blank, on each question an

average of 16% of the MC+PC students did not

select a multiple-choice option, relying instead on

their written response for credit. Thus, the results

suggest that the MC+PC examination format may

provide a desirable balance between the high level of
detail provided in student responses to a CR format

examination and the reduced test burden for both

instructors and studentswhen using theMC format.

These findings are in line with similar studies

involving the use of MC items in STEM courses.

Scott, Stelzer, and Gladding [14] presented a suc-

cessful conversion of all exams in an introductory

physics course to multiple-choice format, but cau-
tioned that instructors need to ensure that they still

see and grade student work. The present study

focuses on only the final examination, however the

MC+PC format provides a mechanism for this type

of feedback. Chan and Kennedy [15] observed

similar patterns to those discussed in Section 4.7.4

in comparing MC items to CR equivalents in an

economics course. For some items MC options
helped students formulate the correct answer,

while for other items the options seemed to mislead

students. In the collective view of the literature (see

Section 2) and the present study, MC tests can

efficiently assess student achievement, in particular

when used within a range of other learning and

teaching strategies that encourage higher-order

thinking skills and provide students and instructors
alike with constructive feedback.

6. Conclusions

The introduced multiple-choice with constructed

response partial credit format is a novel and

simple balance between multiple-choice or con-

structed response only formats. Examination relia-

bility and average item difficulty and discrimination
indices indicate that this format is appropriate for a

final examination. Furthermore, in comparison to

traditional multiple-choice questions, the incentive

to guess is reduced under the hybridmultiple-choice

format. Similarly, overall grading requirements are

also reduced when compared to the constructed

response format.
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