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After more than a decade of efforts to enhance the quality of engineering education research, including assessment

development, it is timely to explore what types of validity evidence are frequently reported in assessment research articles.

According to the Standards for Educational and Psychological Testing, the foundation of quality assessment rests on

evidence of reliability, validity, and fairness. The purpose of this study was to explore what aspects of reliability, validity,

and fairness evidence are provided in assessment instrument development publications in major engineering education

journals since 2005.Using quantitative content analysis, the authors reviewed twenty-nine articles published in fourmajor

engineering education journals between 2005 and 2015. A coding scheme, based onMessick’s Unified Theory of Validity

and the Standards for Educational and Psychological Testing was developed to code the aspects of reliability, validity, and

fairness provided in each article. Frequencies for each code are reported. Engineering education articles on instrument

development most frequently reported evidence related to aspects of internal reliability, content-related validity, and

substantive aspects of validity. However, studies of generalizability, consequences, and fairness were largely void. In

addition, reliability was most frequently studied through internal reliability coefficients, while other forms, such as test-

retest were less frequently reported.
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1. Introduction

Scientific progress is in many ways determined by

the accuracy and precision of the measurements

used. Just as poor instruments can lead to inaccu-

rate readings and false results, assessment instru-

ments that are poorly constructed or incorrectly

applied can lead to erroneous findings and falla-
cious conclusions for engineering education

researchers, instructors, and administrators. Over

the last ten years there have been large shifts

towards higher rigor and calls for increased quality

of research in engineering education, including

assessment research. In tandem with conversations

at engineering education conferences and meetings,

then IJEE editor, Michael Wald explicitly posi-
tioned the research journal by stating the role of

the journal is to ‘‘promote pioneering and research

based ideas for the future of engineering education’’

[1, p. 1]. Similarly, the Journal of Engineering

Education published a special issue devoted to

raising the bar for research in engineering education

including assessment [2]. In subsequent issues, sev-

eral guest editorials and articles reinforced the need
to improve engineering education through high-

quality research and reiterated that quality assess-

ment instruments are crucial to the advancement of

engineering education as a field [3, 4]. Recently,

Douglas and Purzer revisited the 2005–2006 calls

with a focus on validity and quality assessment in

engineering education research and argued the need

to once again foster conversation about assessment

within the engineering education research commu-

nity [5].
In parallel with reforms in engineering education,

assessment experts have challenged researchers to

‘‘rethink’’ common assessment development prac-

tices in order to more clearly align what is measured

with advances in the learning sciences [6, 7]. In the

United States, the National Academies of Sciences,

Engineering, andMedicine along with the National

Science Foundation held a Symposium on Asses-
singHard toMeasureCognitive, Intrapersonal, and

Interpersonal Competencies in December 2015. A

major theme of the symposium was the argument

that quality assessment can be a means for educa-

tion reform [8]. Indeed, assessment can be a very

powerful tool in advancing engineering education

as how and what is assessed largely influence both

teaching and learning.
The purpose of this research is to examine what

aspects of quality assessment, defined by the Stan-

* Accepted 28 May 2016.1960

International Journal of Engineering Education Vol. 32, No. 5(A), pp. 1960–1971, 2016 0949-149X/91 $3.00+0.00
Printed in Great Britain # 2016 TEMPUS Publications.



dards for Educational and Psychological Testing [9],

are most frequently reported in engineering educa-

tion research since the 2005 call for increased rigor

in assessment [2]. It must be emphasized that

validity is not a checklist of tasks to complete or a

set list of evidence every assessment instrument
must have [10]. The evidence required is dependent

upon use; where the more important uses require

higher levels of evidence. Furthermore, it is not

possible, nor desirable, to publish in onemanuscript

every aspect of validity sought for an instrument.

The chief aim of this study is to foster conversation

regarding what types of evidence are commonly

reported, where there are gaps, and what these
findings mean for use.

Scale development texts [e.g., 11] define the steps

for assessment instrument development based on

general use cases. The focus in this research is to

examine what aspects of reliability, validity, and

fairness are commonly reported in top-tier engineer-

ing education journals’ assessment publications.We

also discuss what test results mean for use.

2. Literature review

2.1 What makes an assessment instrument high

quality?

With each new high quality assessment instrument,

the engineering education community adds another
tool to its repertoire, an activity that is critical for

advancing large-scale research. In the last decade,

several authors have reported the development and

validation studies of instruments specific to assess-

ment in engineering education contexts [12–14]

including a review of methods used in entrepreneur-

ial engineering [15]. Additionally, Jorion and col-

leagues recently created a framework for evaluating
the claims of concept inventories as an aid to

potential users [16]. While having a framework for

individual users to apply when selecting a concept

inventory is of practical importance, more broadly,

there is also a need for common understanding

about what type of information justifies an assess-

ment instrument as being of high-quality for use in

engineering education research.
Unlike traditional fields of engineering, research-

ers in engineering education depend on measure-

ment tools that are not fully objective. Yet,

standards regarding how to choose, apply, and

assess the quality of an instrument for a specific

use is critical in every field of engineering and

education. One would not choose an ohmmeter to

test the mass of an object; neither would one use a
scale accurate to one gram when precision to one-

tenth of a gram is necessary. Furthermore, instru-

ments must be calibrated before their results can be

considered valid for a study. Both in engineering

and educational measurement, there is a rationale

for how an instrument is expected to perform in

certain situations and then evidence is collected to

test that functioning. In essence, validity is an

evaluation framework. Put another way, ‘‘validity

is broadly defined as nothing less than an evaluative
summary of both the evidence for and the actual—

as well as potential—consequences of score inter-

pretation and use,’’ [17, p. 742]. Kane [18] articu-

lated this process as argumentation; where sources

of evidence to support use are determined and

tested. In recent years, the relationship between

what evidence is collected and the use of the instru-

ment continues to be central. High quality assess-
ment instruments have alignment between evidence

(i.e., what evidence is collected and how that evi-

dence is obtained) and intended use of the instru-

ment. Conceptualizations of validity as an

argument for use continue to deepen, with Evi-

dence-Centered Design [19] as an example of an

approach to developing and testing assessment

instruments in terms of evidentiary arguments.
A high quality assessment instrument can take

five, ten, or even twenty years to develop. During

that time, there may be appropriate uses for the

instrument while developers continue to work

toward a more precise measure. Validity is not a

dichotomous variable of all or nothing; it is amatter

of degree [20].With this inmind, there is inherently a

developmental nature to assessment instruments.
Careful selection and understanding of appropriate

use of the assessment instruments are crucial to

ensure accurate conclusions from any study. There-

fore, common understanding of what constitutes

high quality assessment in engineering education is

needed. According to the 2014 Standards, the cor-

nerstones of quality assessment are reliability, valid-

ity, and fairness [9].
Validity does not reside only in the hands of the

assessment instrument developers. Rather, it is the

user of anassessment instrumentwhoholds primary

responsibility for providing evidence the instrument

is used in a valid way [9]. As a community that

openly shares assessment instruments, we have a

joint responsibility to establish evaluative norms

regarding what aspects of validity substantiate
high quality assessment for use in research, educa-

tional evaluation, and instructional support. From

this perspective, it is worthwhile for the engineering

education research community to have a conversa-

tion about what publication norms would support

appropriate use of assessments in engineering edu-

cation research. In other fields, such as chemistry

education, counselor education, and industrial
organization psychology, reviews of common prac-

tices in instrument development have been pub-

lished in major journals [21–23]. These works
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serve to foster the discussion regarding acceptable

evidence needed to deem an assessment instrument

as high quality within a research community.

The Standards [9] emphasize that the higher the

stakes associated with the use of an assessment, the

higher level of evidence is required.Within engineer-
ing education broadly, there are five general reasons

an assessment might be used: (1) assessment of

student learning in a specific course (both formative,

summative), (2) educational evaluation (i.e., pro-

gram level), (3) educational research, (4) instruc-

tional support, and (5) admission decisions. Within

each broad category of purpose, there are variances

in the stakes involved. For example, a quiz does not
contribute to a students’ course grade as much as a

final exam. Some measures used for program

accreditation may be weighted more heavily than

others. In addition, some assessments may be used

dually— for example, a materials science lab report

was used to assess student learning and also

informed curricular revisions to the tensile testing

simulation lab [24]. It is important that educators
are aware of specific and multiple uses of such data

and able to distinguish appropriate uses of an

assessment instrument and the data it provides.

3. Theoretical framework

Our approach to validity comes from Messick’s

Unified Theory of Validity [17]. The specific aspects

of validity continue to evolve and the role of

evidence has become more central in recent times

[19]. The American Educational Research Associa-

tion, American Psychological Association, and

National Council on Measurement in Education

joint committee discusses and translates theory and
research into the Standards for Educational and

Psychological Testing [9]. The Standards are

intended to guide sound assessment research and

as a resource to evaluate assessment practices [9].

Based on the Standards conceptualizations, high

quality assessment instruments are very specific in

purpose, have evidence of consistency (i.e., reliabil-

ity), a clear argument for use based on rationale and
evidence, and evidence of fairness.While there is not

an exhaustive list of sources of evidence (as

researchers will continue to develop new methods)

the Standards provide some guidance on what types

of evidence can be collected to argue reliability,

validity, and fairness. A brief overview of each

cornerstone of high quality assessment is provided.

3.1 Reliability

Reliability is the degree to which the instrument can

be trusted as consistent. There are many ways to

assess reliability; the form of reliability examined is

dependent upon the relevant sources of variance [25]
(See Table 1). Based on Classical Test Theory, there

are three traditional categories of reliability coeffi-

cients: (1) alternate-form coefficients: correlations

derived from administering alternative forms of a

test are used to evaluate error based on the sample of

items and potential of the assessment instrument to

generalize to a broader domain; (2) internal con-

sistency coefficients: correlations based on the
scores of individual items for subsets of the assess-

ment instrument or total score which takes into

account the variance attributable to subjects and

interaction between subjects and items; (3) test-

retest coefficients: correlations between scores for

the same assessment instrument administered to the

same person/group at differing times, used to con-

sider error factors associated with time lapse [26,
27]. In addition, inter-rater reliability is often used

in cases of open-ended responses to determine the

Kerrie A. Douglas et al.1962

Table 1. Common Types of Reliability

Types of Reliability What it Evaluates Questions Asked Examples of Evidence

Alternate-Form Consistency between different
versions of same test

Are different versions of a test
interchangeable?

Reliability coefficient, coefficient
of stability

Internal Consistency Statistical interrelationship
between responses to items

Do items written as theoretically
related show interrelationships?

Coefficient alpha, Kuder-
Richardson Formula 20, 21,
Split-halves

Test-Retest Consistency/correlation between
scores over time (with no
intervention)

How similar are responses at
different administrations?

Coefficient of stability

Item Response Theory/
Precision

Items’ ability to differentiate
among persons

How consistently does the item
measure persons based on
ability?

Item information functions

Variation in observed score due
to measurement error.

How precisely is the instrument
measuring?

Standard error of measurement

Systematic and unsystematic
sources of error variation.

What are the sources of
measurement error?

Generalizability coefficient,
Dependability Index



consistency between ratings of more than one

person.

Item Response Theory (IRT) treats reliability

more broadly as precision. Under the IRT model,

reliability can be assessed in many ways, including

standard errors, reliability coefficients, item infor-
mation functions, and generalizability coefficient

[9, 28]. Reliability is essential because consistency

of scores reduces measurement error.

3.2 Historical and contemporary perspectives of

validity

The historical view of assessment development
notes that three distinct types of validity should be

evidenced: content-related, criterion-related, and

construct-related [29]. While three types of validity

are still commonly referred to and found in mea-

surement textbooks, current conceptualizations of

validity are farmore comprehensive. One drawback

to the historical model of validity is the over-

emphasis on statistical procedures and lack of
explicit attention to the foundations of assessment,

evidence that the assessment items are accurately

representing a true competency.

In the late 1980’s and early 90’s, validity was re-

conceptualized as a unified theory where validity is

reasoned from evidence [5]. Messick proposed a

comprehensive model for construct validity, where

all other sources of validity information were sub-
sumed (and expanded to include additional aspects)

as part of construct validity in a mosaic of evidence

[17, 20, 30, 31]. For example, content, criteria, and

consequential aspects of validity were integrated

into a construct validity framework used to test

hypotheses about score meaning and use. Validity,

however, does not require any one formof evidence,

nor can it be asserted based on just one type of
evidence [32].Messick stated, ‘‘What is required is a
compelling argument that the available evidence

justifies the test interpretation and use, even

though some pertinent evidence had to be forgone.

Hence, validity becomes a unified concept, and the

unifying force is the meaningfulness or trustworthy

interpretability of the test scores and their action

implications, namely, construct validity,’’ [17, p.
744].

The most recent version of the Standards [9]

further emphasizes validity as the integration of

evidence and its key role in assessment. The Unified

Theory of Validity framework lays out seven func-

tional aspects of validity, used to gather evidence

and informuse of test scores: (4) generalizability, (5)

external, (6) fairness, and (7) consequential’’ to read
as ‘‘(4) external, (5) generalizability, (6) consequen-

tial, and (7) fairness. These aspects of validity

identified by Messick expand the types of evidence

provided by the original three types (content, criter-

ion, and construct) and integrate the evidence to

make an argument about specific use of an assess-

ment. Table 2 lists each aspect of validity, then

describes what the aspect is concerned with, the
type of question that would lead to its’ study, and

Reliability, Validity, and Fairness 1963

Table 2. Description of Aspects of Validity, Uses, and Evidence

Aspect of Validity What it Evaluates Types of Questions Asked Examples of Evidence

Content Technical quality, relevance, and
content representativeness, face
validity/appearance*

How well does the table of
specifications or blueprint match the
intended purpose of the assessment?
What is the level of alignment
between test objectives and actual
items?

Expert review, correlation with
similar assessments, item difficulty
and discrimination

Substantive Respondents engage with, read, and
understand the assessment items as
intended

Is the group of interest interpreting
the items as intended? Are the
cognitive processes the test is
designed to measure being assessed?

Verbal protocol analysis,
observations, semi-structured
interviews

Structural Fidelity of scoring structure. Items
canbe summed together in a scale and
labeled as a single construct.

Is the internal structure of the
instrument congruent with the
structure of the construct domain?

Factor Analysis, Item Response
Theory scaling procedures

External Scores are convergent or discriminate
with other variables as hypothesized.

Do the scores correlate with other
variables as expected, either
convergent or discriminant?

Correlational studies with external
variables

Generalizability Extent to which technical qualities of
instrument generalize to a group,
across groups, tasks, and contexts

Can the scale be generalized to other
situations under which it will be used?

Meta-analysis, Generalizability
theory techniques

Consequential Potential and social implications of
using the results are in alignmentwith
purpose and ethical

What is the evidence that the
consequences of the test scores are
justifiable? Who will determine the
usage of the test scores?

Follow-up studies of use cases

Note. *Face validity is also often referred to as an aspect of validity, we include it here as part of the content.



some examples of types of evidence collected to

evaluate that aspect. Faireness is discussed in the

following section.

3.3 Fairness

One of the major updates in the newest version of

the Standards is that fairness has been elevated to

the same importance as reliability and validity [9].
During the Public Briefing, Barbara Plake stated,

‘‘We fundamentally believe that fairness is one of

the major foundational constructs that need to be

attended to in order for a test to be of high quality’’

[33]. The Standards articulate that fairness includes:

(1) providing access for all examinees in the

intended population, (2) identifying and removing

irrelevant sources of performance, and (3) support-
ing appropriate reporting of results. There aremany

statistical methods for identifying and removing

potential bias from the test scores and items.

These are important and necessary, however, fair-

ness is a very complex issue that extends beyond

statistical approaches to studying test bias [6].

Any conversation about fair assessment in the

context of engineering education must consider the
historical and current reality that the majority of

engineers are white males. Despite years of calls and

initiatives for diversity, it is no ground-breaking

news to report that in 2013, women made up

18.6% of engineering undergraduates in the

United States; Hispanics 9.9%, Blacks 5.1%, and

Native Americans comprised less than 1% [34]. The

American Society of Engineering Education identi-
fied diversifying engineering as a core value and

designated 2014–2015 as the Year of Action on

Diversity [35]. The issue of diversity also involves

language, where tests may be taken in a language

that is not native to the test taker. Certainly,

instruments intended as measures of engineering

competencies should have some evidence of mea-

surement invariance across groups and a rationale
of how to use the assessment fairly to measure

diverse groups. Furthermore, as assessments of

engineering learning are used in high-stakes situa-

tions, issues such as fairness related to opportunities

to learn content and opportunities to take assess-

ments must be considered [6]. In addition, conse-

quences should be evaluated from the perspective of

fairness.

4. Methods

To review how reliability, validity, and fairness of
assessment use is argued in high-quality engineering

education journals, a content analysis was con-

ducted [36]. Whereas a systematic review is a search

and synthesis over multiple databases [37], the

authors purposefully chose to only synthesize the

highest-ranking journals specific to engineering

education, as it is understood the evidence provided

in lower ranked journals would not require the same

level of validity evidence as a top-tier journal. The

final body of research articles was analyzed using a

structured coding protocol [36]. We specifically
examined how arguments for reliability, validity,

and fairness were made in the sample pool of

research articles. Exemplars for aspects of reliabil-

ity, validity, and fairnesswere noted and are given in

the results.

4.1 Identifying articles

The researchers conducted a purposeful sampling

strategy for the selection of journals [36, 38]. We

referred to Van Epps’ holistic analysis of journals in

engineering education [39]. Van Epps identified the

following as the top four engineering education

specific journals: (1) Journal of Engineering Educa-

tion, (2) the International Journal of Engineering

Education, (3)European Journal of Engineering Edu-
cation, and (4) IEEETransactions on Education [39].

The Scopus database, which houses articles pub-

lished in all four journals, was used to search within

the journals, with the keywords ‘‘(scale OR instru-

ment OR survey OR ‘‘concept inventory’’) AND

development’’ in the title, keywords, and abstracts.

The search was limited to articles published since

2005whenmany callswere published for an increase
in the rigor of engineering education research. This

search process resulted in 257 articles published

between January 2005 and December 2015. Next,

all abstracts were read and those that discussed

instrument development specifically or inferred

development by discussing validity or reliability

were considered for analysis. Forty-two articles

remained for analysis. Four researchers read these
articles in full. After reading the articles in full, 15

articles did not discuss issues of reliability, validity,

or fairness. The resulting dataset of 29 articles are

listed in the Appendix. Three assessment develop-

ment articles were published in the IEEE Transac-

tions on Education, six articles were published in the

International Journal of Engineering Education

(IJEE), and 20 were published in the Journal of

Engineering Education (JEE). Assessment valida-

tion publications were not found in the European

Journal of Engineering Education (EJEE).

4.2 Data analysis

From a deductive approach Messick’s presentation

of the Unified Theory of Validity [17] and the

Standards [9] were used to create a coding scheme.
For reliability, Table 1 column Types of Reliability

was used as the coding scheme. For validity, Table 2

presenting Aspects of Validity was used as the

coding scheme. For fairness, articles were coded if

Kerrie A. Douglas et al.1964



they included an explicit discussion of fairness or

bias, whether addressed through item development

or statistical procedure.

Two researchers independently coded each article

based on evidence of reliability, validity, and fair-

ness. Each article was then reviewed for consistency
in how it had been coded. When differences were

found, definitions based on Messick [17] and the

Standards [9] were used to guide the final coding

decision and researchers came to agreement. Arti-

cles were coded based on evidence provided; not

according to the quality or quantity of the scores or

evidence. The purpose was not to evaluate authors’

work (which has already been done through editor-
ial and peer review), but rather to examine the types

of reliability, validity, and fairness evidence

reported in instrument development articles in

engineering education journals and provide recom-

mendations for common practice. For example, if

an article reported the findings of an Exploratory

Factor Analysis, it was coded as having evidence of

structural validity even if later in the article the
authors concluded that the factor structure was

less than ideal. For another example, generalizabil-

ity can refer to a range of differing aspects as

discussed earlier, this code was applied if the

authors presented an argument or rationale that

their results would generalize in some way beyond

the sample the instrument was tested in.

5. Results

5.1 What type of reliability evidence is commonly

reported?

Ninety-three percent (27 out of 29) of the journal

articles reviewed reported types of internal

consistency through Cronbach’s alpha or Kuder-

Richardson Formula 20 (KR-20). One article of the

27 [40], reported inter-rater reliability and test-retest

reliability. No other articles in the sample reported

test-retest reliability or alternate (parallel) form

reliability. Formsof reliability under ItemResponse

Theory were not found.

5.2 What evidence of validity is reported?

The areas of content and structural validity are the

most frequently evidenced aspects of validity in

engineering education assessment instrument pub-

lications. Less routinely reported are evidence of

substantive, generalizability, external, and conse-

quential aspects of validity. Fig. 1 shows the number

of articles that evidenced each aspect of validity.

The two aspects of validity that were reported the
most frequently are content and structural. Seventy-

nine percent (23 out of 29) of the articles provided

evidence of content aspects of validity. Evidence

included processes such as identification of scope of

domain through qualitative research and expert

review (often referred to as face validity). Twenty-

four percent (seven) of the articles provided evi-

dence of the substantive aspects of validity through
processes such as the assessment triangle and Item

Response Theory. Eighty-six percent (25) of the

articles provided evidence of structural aspects of

validity, through Factor Analysis (20) and Item

Response Theory (five). Twenty-eight percent

(eight) of the articles provided evidence of external

aspects of validity, such as convergent or discrimi-

nant correlations with other variables. One article
provided evidence regarding generalizability of

findings. No article explicitly studied consequential

aspects of validity.

5.3 What evidence of fairness is reported?

One article (3%) examined potential bias in the

assessment instrument based on gender and demo-

graphic information. Of note, another article stated

Reliability, Validity, and Fairness 1965
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the need for examination of bias as an area for

future research. No other explicit mentions of bias

or fairness were found in the articles.

6. Discussion

6.1 Reliability, validity and fairness

Reliability, or consistency in results, is commonly

reported in engineering education as internal con-

sistency measured by Cronbach’s alpha or Kuder-

Richardson Formula 20. Nearly all researchers

calculated these statistics when presenting their

instrument analysis. Reliability over time (test-
retest reliability) is rarely reported, and consistency

between similar instruments measuring the same

constructs (alternate or parallel form reliability)

was not reported in this sample. Internal consis-

tency of instruments is valued as the mark of

reliability by the engineering education community,

though a complete picture of consistency including

over time or across instruments is not commonly
reported in engineering education research at this

time. Test-retest reliability information would be

helpful for use of instruments multiple times in a

study. It would also be helpful for studies to show

how stable the traits under investigation are. IRT

methods of reliability would provide greater con-

fidence in the precision of the assessment. By paying

greater attention to additional forms of reliability,
beyond internal consistency, potential users would

be more informed about the consistency and preci-

sion of scores.

Validity is an argument made based on evidence

for a purpose, not simply a checklist of tasks to be

done. Researchers should take care when using the

words, valid, validated, and validity. As stated by

Kane, ‘‘Validation research is assumed to involve a
systematic effort to improve (1) the accuracy of

conclusions based on test scores, (2) the appropri-

ateness of the uses made of these scores, and (3) the

quality of the data-collection procedures designed

to support the proposed conclusions and uses,’’ [18,

p. 3]. Douglas and Purzer further spell out misuses

of the term validity [5].

The two aspects of validity most commonly
reported are content and structure. Content aspects

of validity give confidence in the process developers

went through from identifying what construct is

desired to be measured and the items written and

chosen to represent the construct. By providing

evidence that the test items clearly match the

intended purpose of the assessment instrument,

researchers show how well a scale named after a
construct has items corresponding to that construct.

In terms of structural aspects, Factor Analysis in

conjunction with Cronbach’s alpha provide a more

accurate examination of dimensionality and thus,

provide further evidence that individual items in the

same scale can be appropriately scored together

[25]. As is the case with all measurement, regardless

of what phenomenon is being studied, a founda-

tional principal is to measure one aspect at a time.

Studies on the structural aspects of validity in
assessment instrument investigate whether this

principal is met and that the structure of the instru-

ment matches the theoretical framework.

Less routinely reported are external, substantive,

generalizability, and consequential aspects of valid-

ity. External relates to outside variables that are

conceptually related. For example, before using an

assessment instrument to evaluate effective instruc-
tion, there must be evidence the instrument has

instructional sensitivity [41]. Another example

would be to test the hypothesized relationship

between the constructs purported as measured in

the instrument and the desired related or unrelated

constructs (e.g., social desirability, overall course

performance). Substantive refers to the evidence

that assessed persons are cognitively involved, as
intended by the developers. As pointed out by the

National Research Council report, ‘‘assessments do

not offer a direct pipeline into a student’s mind’’ [7,

p. 42].Without studying substantive aspects, there is

limited information regarding whether learners

read and interpret the items as intended. For an

instrument to bewidely used for large-scale research

or for high stake decisions, generalizability is very
important. Measurement properties can change

when sample sizes are small. Consequential aspects

are important when an assessment’s intended use

will include decisions about the person or group

assessed. Arguably, most, if not all, of the assess-

ment instruments published in our reviewed selec-

tion of journals are for research purposes, not

educational decision-making. It is understood,
that the consequences of use would likely be related

to research or curriculum decisions rather than

direct consequences to those assessed.

Considering the dominant group in engineering

has historically been white male, the finding that

none of the published instruments examine test bias

or measurement invariance between groups is con-

cerning, but also a reflection of historical values.
While fairness of educational testing is not a new

concept, the latest Standards [9] have placed this

aspect of quality on par with validity and reliability.

Just as the concept of validity has undergone major

transformation, conceptualization and empirical

study of fairness will continue to advance the

community forward. Unfortunately, inadequate

assessment is a significant barrier to progress in
diversity [42]. It is a mistake to assume that any

given assessment instrumentmeasures all people the

same. Practically speaking, simply reporting mean

Kerrie A. Douglas et al.1966



differences between sub-groups does not sufficiently

address whether the differences are due to bias in the

instrument, opportunities to learn, or actual differ-

ing ability between groups. Groups can be differ-

entiated along many dimensions, including gender,

race/ethnicity, poverty or socioeconomic back-
ground, international or domestic status, or status

as English language learners among others. Stating

that an instrument has found differences in gender

and concluding that there is a difference in affect,

understanding, or performance by gender without

first ensuring fairness in the instrument is proble-

matic. Furthermore, as pointed out by others,

fairness in assessment goes beyond psychometric
studies. There are many ways to explore social

justice and equity in how students are assessed.

The heightened call for fairness in conjunction

with the present research demonstrates there is a

pressing need is for engineering education research-

ers to examine the evidence that instruments can be

used to fairly assess diverse groups.

There are many potential explanations for the
findings that aspects of internal reliability, content-

related validity, and substantive aspects of validity

are the most commonly reported types of evidence

in engineering education assessment publications.

One likely contributor is that these areas can be

studied through psychometric analysis and map to

two of the three historical types of validity; namely,

criterion and construct. These areas have been
understood as crucial aspects for any assessment

instrument designed for widespread use. For exam-

ple, calculating the internal consistency is prerequi-

site to many statistical techniques, such as Factor

Analysis. It is very straightforward to calculate and

requires far less effort than administering an instru-

ment twice to the same sample weeks apart.

Another potential reason is that researchers are
more familiar withmethods they use and read about

in other published articles. Just as this research

found several articles describing internal consis-

tency and aspects of content and structure, so also

those seeking to publish an instrument would also

find those areas of evidence as potential ‘templates’

of what to include to be accepted in a particular

journal.

6.2 Recommendations for assessment development

researchers and users

Assessment instruments need to be designed for

very specific purposes and it would not be appro-
priate to recommend one ‘‘right’’ method. Deter-

mining the quality assessment instruments is very

nuanced and requires critical thinking on the part of

the user. The questions asked must be: (1) What is

this instrument designed to measure? (2) How did

the authors go about evidencing the appropriate-

ness of that use? What evidence was collected and

why? (3) How similar is my disired use to the
intended use of the developers? (4) What additional

evidence is needed to support my intended use? and

(5) What should be the expected and intended

consequences of the test?

More generally, we offer the following recom-

mendations are offered as a basis for what evidence

to include when reporting newly developed assess-

ment instruments designed for research purposes in
engineering education.

6.3 Use and limitations

Todemonstrate evidence for the reliability, validity,
and fairness of this research, the researchers provide

transparent details. In terms of reliability of our

coding process, the search strategy to locate manu-

scripts is included with sufficient detail so that

others could attempt to replicate this work, adding

to the consistency of the findings. In addition, two

researchers independently reviewed each publica-

tion at each stage of the review process, to increase
the trustworthiness of the results. In terms of

validity of use, the researchers have provided evi-

dence of what is commonly reported in high quality

engineering education journals and compared the

results to how validity is discussed by educational
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Table 3. Recommendations for Assessment Development Publications

Area Recommendation

Content � Include a rich description of the theory, construct definitions, domain, and scope being assessed.
� Include a detailed description of how items were developed and evaluated.

Substantive � Study target audiences’ cognitive process when reading and answering items.

Structural � Include guiding theory for studying technical quality.

Reliability � Include a description of what potential sources of variance are of concern and how addressed.

Fairness � Describe who specifically the instrument is intended to assess and how fairness was considered.

Use � Provide a detailed description of what provided evidence means for specific use.
� Provide additional sources of evidence as justified by intended use. (e.g., for use as a measure for effective
instruction, an experimental study demonstrating ability to differentiate between control and treatment groups)

� Provide appropriate use cases of the instrument, including limitations and generalizability of results.



assessment specialists. Based on these findings, an

appropriate, or valid, use of this research would be

to consider what evidence one has to substantiate

the use of an assessment instrument for a given use.

Lastly, the researchers considered fairness in

reviewing others work and how to report findings.
Reviewing respected colleagues’ work and provid-

ing fair synthesis was of utmost importance to the

researchers. The researchers approached the review

from a perspective that assessment research is

developmental [5] and there is no ‘‘checklist’’ that

all assessment publicationsmust include [10]. In this

vein, the authors chose to focus solely on higher-tier

engineering education journals, rather than confer-
ence proceedings or less cited journals. It would be

unfair to expect authors toprovide the same amount

of evidence as expected in higher tier dissemination

outlets. Furthermore, the authors subjected their

own publishedworks in the dataset to the same level

of review as otherworks. The authors did not review

their own individual published assessment works,

rather, members of the team not involved in the
publications reviewed those papers.

This paper is intended to create an overview of

what type of evidence is commonly reported in

engineering education research instrument valida-

tion publications but does not approach the techni-

cal quality of how well the evidence is gathered. As

such, it can be used as a foundation for a more in-

depth investigation specific to the areas that are
frequently addressed in publications. For example,

many authors report aspects of structural and

content validity. Future research may consider the

appropriateness of methods such as procedural

decisions when conducting Factor Analysis for

structural validity claims or how well supported

claims of content validity are. The authors recognize

that some articles discussing instrument develop-
ment may not have been found using the sampling

approach and search method, however, the team

consulted with an engineering librarian to minimize

this limitation. The full sample of articles used in

this study is listed in the appendix.

7. Conclusion

It is unrealistic to expect that any assessment valida-

tion article would empirically examine all aspects of

reliability, validity, and fairness. Yet, these three

areas are foundational and necessary for high qual-

ity assessment.Any assessment instrument designed

to be of high importance deserves careful attention

to all three areas. It can take years and several
iterations before an assessment instrument demon-

strates appropriate levels of validity evidence for a

particular use. Validity is an ongoing process of

collecting evidence for every intended purpose.

Published assessment instruments must be viewed

as what they are: works in progress. Validity is the

responsibility of an entire community of researchers

who seek to build knowledge on a solid foundation.

The purpose of this research is to present common

reporting practice in engineering education assess-
ment development among select journals and to

provide recommendations of what type of informa-

tion to report. In conclusion, within select engineer-

ing education research journals, themost frequently

reported evidence of assessment validation is in the

formof internal consistency, structural, and content

properties. Other types of reliability, such as test-

retest or measures of precision are largely not
reported. Also less frequently reported are external

and substantive aspects of validity. Of note, evi-

dence of consequences, generalizability, and fair-

ness were largely void. Additionally, the authors

have provided recommendations regarding the

types of evidence to report in validation studies of

newly developed instruments. These recommenda-

tions serve not as a checklist to stamp assessments as
‘‘validated’’, but rather as practical guidelines for

what information is needed so that potential users

can evaluate whether an instrument is appropriate

for their purpose.
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