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The impact of flipping an engineering course on student learning outcomes remains an open question because the literature

presents a perplexing array of results. In this multi-year study, we evaluate the impact of flipping a first-year project-based

engineering design course. We pose two questions: (1) Does a flipped project-based engineering design course produce

different levels of mastery of engineering design process knowledge compared to the lecture version of the course? (2) Do

students in the lecture class and flipped class achieve the same levels of design process knowledge when given tasks that

range indifficulty?Three strandsof datawereused to assess designprocess knowledge: first drafts of team technicalmemos,

pre- and post-critiques of a Gantt chart of a proposed design process, and an exam. Teams in the flipped classroom

performed significantly better on the technical memos that evaluated solution ideas and established a testing plan, both of

which required high-level cognitive capacities. However, no differences were found between lecture and flippedmodels for

the exam or technical memo that established design criteria, which required low-level cognitive activities. The Gantt chart

assessment produced mixed results. This study concludes that flipping a project-based design course can significantly

improve student learning onmore difficult tasks.We urge researchers and educators to consider the tasks and assignments

given to students when drawing conclusions about the effectiveness of flipped pedagogy.
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1. Background

1.1 The impact of flipped pedagogy remains unclear

despite growing body of literature

Despite the numerous papers that have been pub-

lished about the use of flipped pedagogy in engineer-

ing education in the past five years, engineering

educators are still struggling to understand the

impact of this teaching method on student learning.

There are two reasons for this—the absence of an

established theoretical framework and the variable
methods and evidence used to determine its effec-

tiveness. As a result, there is a persistence of mixed

outcomes [1].

First, there is a lack of consensus regarding which

theoretical frameworks best support the use of the

flipped model in engineering education [2, 3]. Kar-

abulut-Iglu et al.’s review lists theoretical frame-

works that have been used in flipped
implementations, the most common being active

learning [2], which is not surprising given its

widely accepted pedagogical benefits [4]. Talbert’s

recent book Flipped Learning also emphasizes the

value of active learning but does not include it

among the list of theoretical frameworks that

explain and validate the use of flipped instruction:

self-determination, cognitive load, and self-regu-

lated learning [5]. Others have adopted constructi-

vism, problem-based learning, and cooperative
learning [6] as their theoretical frameworks.

Second, attempts to assess the effectiveness of

flipped engineering courses rely primarily on results

from student attitudinal surveys, focus groups,

interviews, and course evaluations, not direct mea-

sures of student learning [7–11]. One recent study of

a mechanical engineering course extended beyond

course evaluations and noted an increase in student
motivation and self-efficacy [12]. While student

attitudes about teaching methods are important,

attitudes alone should not determine which meth-

ods of instruction ought to be deployed in engineer-

ing courses.

While an increasing number of papers about

flipped implementations report on student learning

outcomes, those findings are deeply bound up in the
context of the course, which includes the type of
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engineering course, the level of the course, learner

characteristics, the type and timing of the assess-

ments, and the difficulty of the task used to measure

student learning [2, 7]. Unfortunately, most papers

do not provide detailed descriptions of these study

attributes. It’s quite common for researchers to use
generic labels such as ‘‘exam’’ or ‘‘project’’ to

describe the assignments used to measure learning

outcomes with only an occasional mention of their

timing or difficulty. There are a few exceptions [13–

15]; however, the general lack of contextual specifi-

city in the literature makes it hard to identify

features that contribute to the success or failure of

a teaching intervention and to discern trends across
multiple studies [16].

1.2 Flipped engineering courses produce mixed

learning outcomes

Surveys of the literature on student learning out-

comes in flipped engineering courses reveal mixed

findings [1, 7], with some evidence of a slightly
positive effect overall [2, 3, 17]. In many cases,

conclusions about student performance are based

solely on summative measures (e.g., exam grades,

course grades, pre-/post-concept inventories)

[2, 17]. Even within this subset of studies, the out-

comes range from positive to negative to neutral.

Gross and Musselman reported improved student

performance on exams in flipped upper-level struc-
tural design courses compared to non-flipped

courses [11]. Olson, on the other hand, found that

students in a flipped fluid mechanics course did not

perform as well on the final exam as students in the

traditional lecture course [18]. Another researcher

who flipped two courses reported a negative effect

on exam grades in an introductory course and a

positive effect in an upper-level course [19]. We
previously found that partially flipping a first-

year, project-based design course had no impact

on student performance based on summative assess-

ments [20]. Similarly, in a first year Environmental

Engineering course, Velegol et al. assessed student

performance on summative exam scores, compar-

ing two different flipped versions (one incorporated

small group work and another used reviews and
quizzes) and traditional lecture. They showed that

summative assessment was not impacted regardless

of teaching intervention [8].

Interestingly, studies that combine summative

and formative assessments in project-based engi-

neering courses appear to capture different stages of

students’ acquisition, application, and mastery of

knowledge. Formative assessments typically
include interim project grades, homework pro-

blems, or quizzes [6, 14, 21].Once again, the learning

outcomes are mixed, sometimes within the context

of a single course. For example,Mason et al. flipped

a control systems course, compared student perfor-

mance on quizzes and exams, and reported uneven

results [13]. Students in the flipped course per-

formed better on problems related to three out of

five course concepts and on an open-ended design

problem (p = 0.001), but all other problems pro-
duced non-significant results. Day and Foley com-

pared student performance in a flipped, senior-level

project-based human-computer interaction course

to an unflipped control [15]. They analyzed home-

work grades, interim project grades, exam grades,

and final course grades. Students performed signifi-

cantly better on homework assignments and pro-

jects in the flipped section.However, students’ exam
grades in the flipped section, while slightly higher,

were only marginally significant. Their work sug-

gests that studies of blended learning that use only

final exams as performance metrics may not fully

reflect the impact of flipped instruction.

1.3 Task difficulty and assessment

To better understand how flipped instruction may

influence student learning, it is useful to look at

studies that have investigated how pedagogical

techniques such as active learning affect students’

ability to complete tasks that vary in difficulty and

thus elicit different levels of critical thinking. Semi-

nal work by Menekse et al. in an introductory

materials science course teases out the effects of
different active learning strategies on students’

cognitive gains [16]. For their investigation, they

designed questions on materials science concepts

and classified them by level of difficulty: verbatim,

integration or inference. Then, Menekse et al.

assessed student performance on these questions

and correlated the outcomes to four learning envir-

onments, ranging from interactive to constructive
to active to passive. They found that students in

classrooms that use interactive and constructive

active learning techniques outperformed students

in active or passive classrooms on inference ques-

tions, which are the most challenging. Inference

questions involve multiple ideas, implicit informa-

tion, and the construction of new knowledge [16].

By differentiating the type and difficulty of ques-
tions, the authors were able to see the impact of

different active learning methods on performance.

Bloom’s Taxonomy [22–24] has been used to

differentiate the levels of critical thinking associated

with the engineering design process [25]. For exam-

ple, Safoutin et al. classified short design challenges

and concluded that most involve low- to mid-level

cognitive processing such as knowledge, compre-
hension or application [26]. Subsequent studies by

other researchers took this a step further and

assessed student performance on design tasks that

require different levels of critical thinking. Atman et
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al. compared how students and professional engi-

neers approach the engineering design process and

found that professionals engage in the evaluation

and the creation of new knowledge more readily

than novices [27]. In the context of flipped instruc-

tion, Yelamarthi, Drake and Prewitt’s introductory
project-based digital circuits course was also

informed by Bloom’s Taxonomy [14]. They

reported statistically significant improvements in

exam scores as well as higher mean scores on

course learning outcomes, especially those asso-

ciated with design tasks that involve higher order

thinking.

1.4 Contributions from this study

In summary, understanding the impact of a flipped

classroom model on student learning, specifically

how to capture and interpret its effects, remains an

open area of research. We are encouraged by the

increasing number of studies documenting the suc-

cesses and failures of this method of instruction.

However, the outcomes they have produced are

highly variable and seldom statistically significant
as reported in reviews of the literature [1–3, 7]. This

situation is perplexing and undermines the legiti-

macy of the approach.

Our multi-year study of a flipped, project-based

engineering design course uses a combination of

formative and summative assessments to investigate

whether task difficulty affects learning outcomes.

This study is unique because it features consistent
course instructors, content and assignments, for-

mative and summative assessments, and a high

number of participants for statistical power.

2. Study design

2.1 Course description

Introduction to Engineering Design is a semester-
long, first-year design course. In constructing the

course, we implemented a combination of active

learning techniques, including cooperative (or

team-based) learning and project-based learning.

In this elective course, first-year students work in

multidisciplinary teams on an open-ended, client-

sponsored design project. Students are expected to

achieve three learning outcomes upon completion
of the course:

1. Successfully solve a client-based design chal-

lenge by following steps in the engineering

design process (Fig. 1).

2. Effectively communicate the progress of their
design project through written, oral, and visual

communication.

3. Develop project management skills and func-

tion effectively on a high-performance team.

During the first half of the semester, students

complete the first five steps of the engineering

design process. During the second half of the

semester, students construct their design (physical

object or computer program) and iteratively proto-

type and test until a final solution is reached.
Previousworkdescribes the course implementation,

including community partners, projects, assign-

ments, and logistics [28, 29].

2.2 Course assignments

There are nine technical memos assignments, which

constitute the largest percentage of the course grade.

The 1–4 page technical memos document the team’s

work and justify the team’s decisions at each step in
the engineering design process (Fig. 1). The instruc-

tors use technical memos to track each team’s

performance and to provide feedback as the team

progresses through its design project. Teams are

also evaluated on their final prototype, two oral

presentations, their contributions to their team, and

class participation. Other assignments include an

exam as well as a Gantt chart assignment [20].

2.3 Flipping the course

Fromthe inception of the course, class timehas been

divided between instruction and team meetings.

From 2011 through spring 2014, during the first

30–45minof class, the faculty typically lectured ona

step in the engineering design process or a profes-

sional skill. During the remainder of the 75-min

class, students worked in teams to apply that new

knowledge to solve their design challenge. Based on
instructor observations and student feedback, stu-

dents struggled to jump from passively listening to a

lecture to applying that information to their design

project within the class period. This problem moti-

vated us to transform the lecture component of the

course to a flipped model [20].

By fall 2015, we had created all of thematerials to
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fully implement a flipped classroom for engineering

design. In this model, students view video lectures

[30] prior to class and take a short, multiple-choice

quiz to assess their understanding of the material.

The videos cover all steps in the engineering design

process (Fig. 1) as well as professional skills (e.g.,
teaming, communication). During the instruction

time, students complete in-class exercises (ICEs) in

small groups facilitated by the faculty; these ICEs

were designed to reinforce key concepts and illus-

trate common misconceptions [31]. This strategy

facilitates the scaffolding of knowledge [32] and

ensures the deliberate practice of important tasks

prior to students tackling their ownproject. Follow-
ing this 30 min of practice, teams apply those

learnings to their design project. Note that the

content and topics covered in the course did not

change upon adoption of the flipped model. The

flipped classroom materials (videos, quizzes, and

ICEs) and its implementation were previously

described [20].

2.4 Current study and research questions

As previously noted, few studies have used multiple

assessments of student learning to measure the

effects of flipped instruction in a project-based

design course. We build upon our previous work

in which we analyzed an exam and Gantt chart

evaluation [20]. Here, we additionally analyze

changes in student performance on technical

memo writing assignments to assess the effects of
fully flipping the class on student understanding and

application of the design process. Unlike other

studies [10], we used the same assessment methods

for both fully flipped and traditional lecture envir-

onments, allowing us to directly compare the effects

of flipping on students’ design process knowledge.

This study examines the following research ques-

tions (RQ):

RQ#1. Does a flipped project-based engineering

design course produce different levels of mastery

of engineering design process knowledge com-

pared to the lecture version of the course?
RQ#2. Do students in the lecture class and flipped

class achieve the same levels of design process

knowledge when given tasks that range in diffi-

culty?

3. Research methods

3.1 Participants

Participants in this study were first-year students at
a highly-selective, STEM-focused private university

in the United States. The characteristics (e.g., SAT

scores, AP scores) of the incoming students across

this study were unchanged. All students either

intended to major in engineering or were strongly

considering it. We obtained IRB approval from our

institution as well as written consent from all

participants whose coursework is included in the

study.

3.2 Overview of assessment methods

While engineering researchers have provided over-

views of engineering design instruction and assess-
mentmethods [33–35], no standardmethod exists to

quantitatively assess student learning after students

engage in design activities. Therefore, we used the

course work, as it reflects the diversity of tasks the

teams were asked to complete. Guided by Bloom’s

Taxonomy, Bailey and Szabo recommend using

writing assignments todiscernhigher order thinking

[25]. To specifically investigate the impact of fully
flipping the classroom on student performance, we

used three strands of assessment data taken from

student assignments:

1. Performance on first drafts of team technical

memos assessing students’ ability to:

(a) Develop design criteria based on user-

defined needs and constraints.
(b) Create a Pugh Matrix to evaluate solution

options and select a design.

(c) Describe tests to measure the extent to

which the prototype fulfills the design cri-

teria.

2. Performance at the beginning (pre-test) and end

(post-test) of the semester when students eval-

uated a 14-week Gantt chart of the design
process.

3. Performance on an end-of-term exam that

covers the application of steps in the engineer-

ing design process and descriptions of best

practices of professional skills.

Data from three academic years (2013–2016) were

included in the study.

3.3 Technical memos (TMs)

3.3.1 Selection of the TMs

For the purpose of this study, we chose to analyze

the three TMs that emphasize design criteria at

different steps in the design process. The Design

Criteria TM requires teams to establish and justify

design criteria that conform to a client’s needs. The

Pugh Matrix TM asks teams to evaluate possible

design solutions against their established design

criteria using both Screening and Scoring Pugh
Matrices; the outcome of this effort is a selected

design solution. In the Testing TM, teams are asked

to provide detailed descriptions of the tests they

plan to perform on their design prototype to deter-

mine whether it satisfies the established design
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criteria. While all three of these TM assignments

share a common focus on design criteria, the assign-

ments vary in difficulty.

3.3.2 Development of scoring rubrics and training

materials

To analyze the memos, we developed scoring rub-

rics to evaluate specific technical attributes related
to the application of design knowledge. Note that

these rubrics are different from the grading rubrics

used in the class. The assessment rubrics focus on

technical application (and did not evaluate usage,

clarity, and other topics present in the grading

rubrics). The number of tracked features varies

across TMs from three (Design Criteria TM) to

six (Testing TM) to 11 (Pugh Matrix TM). Some
features yield one result per team, thus sample size

ranges from 60 to 74. For features with multiple

results, such as each team’s list of design criteria,

data was collected from alternating criteria; sample

size per teamwas two to four, and thus total sample

size ranged up to 287.

We also produced detailed rater training materi-

als to ensure accurate and consistent evaluations.
The scoring rubrics required raters to apply numer-

ical rating scales (e.g., 0, 1, 2, 3) or qualitative rating

scales (e.g., yes, no) to evaluate student perfor-

mance. For example, the scoring rubric for the

Design Criteria TM required raters to determine if

quantitative design criteria were stated.

3.3.3 Raters and scoring TMs

We recruited 14 recent engineering alumni to parti-

cipate in the assessment of the TMs and compen-
sated them for their time. Alumni had either

completed Introduction to Engineering Design as

first-year students or had served as a teaching

assistant for the course. For each of the three TM

types, 60–74 memos were scored by one or two pair

of trained raters. Raters did not score TMs they

wrote when enrolled in the course.

3.4 Gantt chart assignment

A Gantt chart assignment was administered to the
students in the first and last weeks of the course to

evaluate their knowledgeof thedesign process. Both

the pre- and post-tests were administered as take-

home, individual assignments as described pre-

viously [20]. Briefly, students were given a short

explanation of Gantt charts and were then asked

to critique a 14-week design project schedule. Stu-

dent responses varied in length from 0.5–2 pages.
Trained raters used an adapted rubric from

Bailey and Szabo to rate six levels (i.e., design

topics) on a 3-point scale (0, 1, 2) [25, 29]. As

before, responses were included in the analysis

only if both pre- and post-tests were completed

[36]. Data includes 78 student responses from the

lecture course and 92 responses from the fully

flipped course. Each level of each Gantt chart was

scored by a pair of raters, who were upper-class

writing mentors and teaching assistants for the

course.

3.5 Exam assignment

Anexamgiven toward the endof the course assessed

design process knowledge and general professional

skills. Data from the exam include 132 responses

from lecture and 120 from flipped courses. The

instructors and senior teaching assistants graded

the exams following a well-specified rubric.

3.6 Data management and statistical analysis

All identifying information was stripped (e.g.,

name, date, and pre- vs post-, if necessary) and

assignments were randomized prior to evaluation.

For all statistical analysis, a p-value < 0.05 indicates

a statistical difference between measurements.

3.6.1 Bhapkar test for Gantt chart (pre- versus

post-test improvement in each level)

For paired, ordered categorical data, a Bhapkar test
was used [37] to compare gains in the pre- versus

post-test for each level of the Gantt chart. We first

calculated the average rater score for each student

submission and then summarized the data in a 5� 5

contingency table (each table side as 0, 0.5, 1, 1.5, 2).

This analysis directly incorporates the pairing of the

pre- and post-test data, as each student’s pre-test

andpost-test value results in one value scored. Thus,
trends for pre-test and post-test responses can be

seen, as well as changes in student responses. The

test statistic and p-value were computed from the

5� 5 table.

3.6.2 Permutation test for TMs and Gantt chart

(flipped versus lecture improvement)

For non-paired, nominal data, a permutation test
was used to compare gains in student performance

for flipped versus lecture models for all features in

the TMs and theGantt chart assessment. Briefly, all

data for a specific assignment (mean ratings) were

randomized, and a series of 1,000,000 permutations

of the data was run to evaluate if data from the

flippedmodel fell under the same distribution as the

lecture model [29].

3.6.3 Method to calculate difference between exam

scores

For the exam, we used a 2-sided t-test to compare

student grades in the flipped versus the lecture

mode.
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3.6.4 Rater consistency

Fleiss’ kappa (�) measurement was used to evaluate
inter-rater reliability for a fixed pair of raters [38,
39]. This method can skew when analyzing binary

(e.g., yes/no) data, and a single disagreement can

skew the kappa values dramatically, resulting in a

very low or negative agreement. Because of this

issue, we also ran an agreement proportion test

[40]. Average kappa and percent agreement are

calculated for the technical memo and Gantt chart

assignments.

3.7 Evaluation of task difficulty

In the absence of a widely-accepted model that

describes the degree of difficulty of tasks associated

with the engineering design process, we borrowed
from Safoutin et al.’s [26] design attribute frame-

work, which is based on Bloom’s Taxonomy [22].

The course instructors, together with other experts,

categorized the cognitive capabilities necessary to

complete the assignments tasks, especially as they

relate to the features (TM rubrics) and levels (Gantt

chart assessment). For example, a task that requires

students to apply a rule (e.g., each criterion needs a
standard in a Pugh Matrix) was categorized as

‘‘Apply.’’ In contrast, a task that required describ-

ing that a Pugh Matrix can be used to evaluate

solutions was categorized as ‘‘Remember.’’

4. Results

4.1 Results from formative TM assessments

We assessed the mean gains in student performance
by comparing mean flipped (FL) and lecture (LE)

ratings for each TM feature. Fig. 2 shows represen-

tative features that we assessed from the three TMs.

4.1.1 Design criteria memo

We found that students performed equally well on
the Design Criteria TM in the lecture and flipped

models; in other words, students had the samemean

ratings on three of three features (Table 1). For

example, Feature #2 indicates whether a stated

design criterion is quantitative (0.95 for LE and a

0.94 for FL on a 0/1 binary scale). Thus, the flipped

model did not affect student performance on assess-
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Fig. 2. Representative summary of the Design Criteria TM, Pugh Matrix TM,
and Testing TM that compare mean scores of lecture (LE) to fully flipped (FL)
models. Asterisk (*) indicates significant difference betweenmean FL andmean
LE (p < 0.05).

Table 1.Rated features ofDesignCriteria TM.Differences between the lecture (LE) and fully flipped (FL)models are significantwhen p<
0.05

# Feature of Design Criteria TM Rating scale* Mean LE Mean FL p-value
Difference
LE vs FL?

1 Describes attribute specifically 1, 2, or 3 2.45 2.42 0.664 No
2 Design criterion is quantitative Y or N 0.95 0.94 0.846 No
3 Design criterion is justified 0, 1, 2, or 3 1.60 1.65 0.501 No

*Abbreviations: Y =Yes, N=No; Point scales: (Y/N= 1/0), all others correspond to their numerical values. Sample size ranges from 285
to 287 taken from the TMs of 74 teams.



ment strand 1(a): Develop design criteria based on

user-defined needs and constraints.

4.1.2 Pugh matrix memo

In contrast to the Design Criteria TM, students

demonstrated significant improvement in the

flipped model relative to the lecture model for the

PughMatrix TM (Table 2). Specifically, there was a

greater mean rating in eight of 11 features, relating

to strand 1(b): Create a Pugh Matrix to evaluate

solution options and select a design.

Statistically significant improvements were seen
across the majority of queries regarding the quality

of the PughMatrices. For example, students’ ability

to justify their selected solutions by addressing

design criteria (Feature #3) increased from 0.13 in

the LE to 0.73 in the FLmodel on a 0/1 binary scale.

The means for differentiation of solutions (Feature

#9) were 0.39 for LE and 0.63 for FL. We conclude

that the flipped model had a positive effect on
student performance related to developing Pugh

Matrices.

4.1.3 Testing memo

Students also demonstrated significant improve-

ment in the flipped model relative to the lecture

model for the Testing TM (Table 3). Specifically,

there was a greatermean rating in five of six features

of the Testing TM, relating to strand 1(c): Describe

tests to measure the extent to which the prototype

fulfilled the design criteria.
For example, the measurement tool used for

testing (Feature #2) was included more frequently

in the FL model (0.59 on a 0/1 binary scale)

compared to the LE model (0.42). Similarly, teams

mention the test participants (Feature #3) more

often for the FL model (0.94) versus the LE model

(0.88). Thus, we conclude that the fully flipped

model also had a positive effect on student perfor-
mance for the learning outcome related to develop-

ing a testing plan.

4.2 Results for summative Gantt chart assessment

Students in the fully flipped model gained knowl-

edge (p < 0.001) of the engineering design process

Impact of Flipping a First-Year Course on Students’ Ability to Complete Difficult Tasks 691

Table 2. Rated features of PughMatrix TM. Differences between the lecture (LE) and fully flipped (FL) models are significant when p <
0.05

# Feature of Pugh Matrix TM Rating scale* Mean LE Mean FL p-value
Difference
LE vs FL?

Overall Features of Pugh Matrix TM

1 # of Screening Pugh Matrices shown as a table Count from 0 0.96 2.71 < 0.001 Yes
2 # of Scoring Pugh Matrices shown as a table Count from 0 1.09 1.31 0.061 No
3 Justifies selected solution by addressing design criteria Y or N 0.13 0.73 < 0.001 Yes

Errors in Scoring Pugh Matrix

4 Row missing the standard value of 3 0, 1, 2, 3+ errors 0.48 0.48 0.918 No
5 Only 3 point range used, given 5 point scale 0, 1, 2, 3+ errors 2.15 1.29 < 0.001 Yes
6 Design criteria weighted < 5% 0, 1, 2, 3+ errors 0.96 0.35 < 0.001 Yes

Characteristics of Scoring Pugh Matrix

7 Appropriate # of design criteria (e.g., 4–7) Y or N 0.83 0.91 0.083 No
8 Standard value of 3 floats across solutions Y or N 0.76 0.98 < 0.001 Yes
9 Differentiation in solutions (i.e., not clustered) Y or N 0.39 0.63 0.009 Yes
10 # of levels (1–5) that are specified in detail Count from 0 1.40 3.86 < 0.001 Yes
11 Levels (1–5) are justified 0, 1, 2, or 3 0.18 0.41 0.002 Yes

*Abbreviations:Y=Yes,N=No; Point scales: (Y/N=1/0), all others correspond to their numerical values. Sample sizes range from60 to
221 taken from the TMs of 60–67 teams.

Table 3. Rated features of Testing TM. Differences between the lecture (LE) and fully flipped (FL) models are significant when p < 0.05

# Feature of Testing TM Rating scale* Mean LE Mean FL p-value
Difference
LE vs FL?

1 Detailed test description 0, 1, 2, or 3 1.80 2.06 < 0.001 Yes
2 Measurement tool stated Y or N 0.42 0.59 < 0.001 Yes
3 Includes people involved in testing Y or N 0.88 0.94 0.021 Yes
4 # tests / trials listed Y or N 0.55 0.73 < 0.001 Yes
5 # of Likert or user-defined scales created Count from 0 0.45 0.84 0.031 Yes
6 Target value or range established on scale Y or N 0.67 0.68 0.808 No

*Abbreviations:Y=Yes,N=No; Point scales: (Y/N=1/0), all others correspond to their numerical values. Sample size ranged from41 to
253 taken from the TMs of 65 teams.



by the end of the semester for all levels of the
Gantt chart assignment (Table 4). To compare the

lecture [20] and flipped models, we used a permu-

tation test with the paired pre- and post-test values

for six levels in the Gantt chart exercise. Mean

gains are shown as well as p-values, which capture

the difference between the two didactic models

(Table 5). For Levels 1–5, the gains were not

statistically significantly different between the lec-
ture and flipped models. In contrast, there was a

significant gain in understanding of Level 6: Over-

all layout of a design process and iteration (p <

0.005) for the fully flipped model relative to the

lecture model.

4.3 Results for summative exam assessment

The results for the end-of-term exam scores showno

significant change between the lecture model com-

pared to the flipped model (p > 0.05) (Table 6).

4.4 Verification of inter-rater reliability

Overall, the inter-rater reliability and percent agree-
ment calculations demonstrate that our methods

were reliable and robust. For the TM analysis, the

mean kappa value was 0.70, and the percent agree-

ment was 0.85. For the Gantt chart analysis, the

average kappa value was 0.64 and percent agree-
ment was 0.79.

5. Discussion

5.1 Impact of flipped learning—results of RQ#1

This study evaluated the impact of flipping a first-

year engineering design course through five separate

assignments that measured different aspects of the

student learning outcomes. Overall, we see mixed

results in response to RQ#1 (Table 7). Specifically,

we saw improvements from lecture to flipped for the

Pugh Matrix and Testing TMs as well as Level 6 of
the Gantt chart. We did not see changes for the

Design Criteria TM, Levels 1–5 of the Gantt chart,

or the exam. In no case was the performance of the

students in the fully flipped model lower than in the

lecturemodel. Thus, we found that flipping does not

harm students’ understanding of the engineering

design process, which is consistent with our pre-

vious work [20]. Importantly, we found that some
assessments showed improvements upon flipping,

suggesting that students benefitted from this

change. Because our mixed results are within the

context of one class, we have a unique opportunity

to offer an explanation of these differences.
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Table 4. Comparison of pre-test values versus post-test values for the Gantt chart assessment for the lecture and fully flipped model

# Level Description
Pre-test
(mean � stdev*)

Post-test
(mean � stdev*) p-value

1 Needs assessment and establishing design criteria 0.49 � 0.60 1.40 � 0.74 < 0.001
2 Design context review 0.52 � 0.72 1.37 � 0.76 < 0.001
3 Idea generation/brainstorming 1.30 � 0.58 1.71 � 0.47 < 0.001
4 Analysis and decision-making 0.89 � 0.48 1.84 � 0.43 < 0.001
5 Building and testing 1.57 � 0.51 1.80 � 0.41 < 0.001
6 Overall layout of a design process and iteration 1.15 � 0.55 1.74 � 0.42 < 0.001

*Each level in the pre- and post-tests was scored on a 3-point scale (0, 1, 2), with 0 being low and 2 being high. Sample size is 92.

Table 5.Results comparing performance gain inGantt chart exercise for lecture (LE) and fully flipped (FL)models.Mean gains are shown
as well as p-values, which capture the difference between the two models

# Level Description
Mean Gain for
LE* [20]

Mean Gain
for FLy p-value

Difference
LE vs FL?

1 Needs assessment and establishing design criteria 0.97 0.91 0.617 No
2 Design context review 0.81 0.85 0.762 No
3 Idea generation/brainstorming 0.39 0.41 0.833 No
4 Analysis and decision-making 1.10 0.95 0.141 No
5 Building and testing 0.10 0.23 0.093 No
6 Overall layout of a design process and iteration 0.31 0.59 0.004 Yes

*Mean gain for lecture = post-test LEmean – pre-test LEmean; yMean gain for flipped = post-test FLmean – pre-test FLmean. Sample
size is 170.

Table 6. Results comparing exam performance for lecture (LE) and flipped (FL) models

Mean � Stdev (%) LE* Mean � Stdev (%) FL* p-value Difference LE vs FL?

Exam Grade 83.5 � 9.2 81.5 � 9.7 0.091 No

*Grade percentage, reported as mean � standard deviation. Sample size is 252.



5.2 Task difficulty and complexity as a moderator

In the work described earlier byMenekse et al. [16],

more cooperative forms of active learning enabled

students’ ability to answer more difficult questions.
Specifically, when asked to generate ideas beyond

the information presented, students in classrooms

that use interactive activities (i.e., pairs of students

who construct, build and resolve knowledge) out-

performed students in less active or passive class-

rooms.However, had the authors looked only at the

overall quiz score rather than analyzing by question

type, no difference in student performance would
have been detected among the teaching methods.

Building on the idea that a clear differentiation in

question type may be needed to observe the impact

of teachingmethods, we discuss ourmixed results in

light of the difficulty of the task. Given the structure

and expectations of the ENGI 120 class, we posit

that the difficulty of assignments is the main mod-

erator of our mixed assessment results (RQ#2).

5.3 Technical memos assignments vary in difficulty

In a professional setting, teams gather research,

customer interviews, and product surveys and

then synthesize that information into design cri-

teria. Thus, establishing design criteria can be a
complicated and difficult task. In an academic

environment, Atman et al. found that both fresh-

man and senior engineering design students

struggled to identify design criteria [27]. In the

study, the project prompt (given in the article) was

open-ended and, as a result, difficult for inexper-

ienced students.

In contrast, the task of defining design criteria
was relatively straightforward in ENGI 120. Stu-

dents had access to the project prompt (written by

an instructor) that clearly stated some of the impor-

tant design criteria (with associated target values)

prior to completing an interview with their client to

clarify any uncertainty. When preparing the Design

Criteria TM, teams needed to simply recall and

define their quantitative design criteria; these tasks
are low on Bloom’s Taxonomy. The low-level of

difficulty of the assignment was evident in the

lecture model values for Features #1 and #2,

which were near the upper end of the scale (Table

1). The students were already performing well on

this assignment in the lecture model, and no change
was seen in the flipped model. Feature #3 assesses

the justification of selected design criteria, which

was done poorly by students in the lecture and

flipped models.

As noted by Dym and colleagues in a seminal

paper ondesign thinking, the cycles of divergent and

convergent thinking necessary for successful design

are very difficult cognitive tasks [34]. Arguably the
most difficult assignment in our course, the Pugh

Matrix TM challenged students to evaluate poten-

tial design concepts against their established design

criteria, converge on a solution, and justify their

chosen solution. Students began by applying a

Screening Pugh Matrix to the 30+ design concepts

generated during brainstorming. Design concepts

were compared to a ‘‘standard’’ for each design
criterion, rated as better, worse, or same. This

screening process narrowed the field to 5–10 viable

designs. Then, students created a Scoring Pugh

Matrix wherein each design criterion was assigned

a weight based on the client’s priorities. Students

then used engineering analysis and research to rate

how well each newly-created design concept satis-

fied each design criterion using a scale of 1–5. For
this assignment, students not only learn two new

tables and how to create them, but they must also

evaluate large numbers of ideas using a rigorous and

structured method and then justify those scores.

Considering these tasks through the lens of

Bloom’s Taxonomy, students must understand

and apply new heuristics to construct their Pugh

Matrix. Correctly constructing and applying aPugh
Matrix is captured in Features #5, #8, #9, and #10.

To construct a technically sound Scoring Pugh

Matrix, teams must analyze many potential solu-

tions and critically evaluate them. Steps associated

with these higher levels of difficulty includeFeatures

#6, #11, #12 and #13. Overall, the flipped model

enabled students to perform significantly better on

this more challenging assignment as compared to
the control.

Another difficult task in the course was the

development of a testing plan. In the Testing TM,

students provided detailed descriptions of the tests

they planned to perform on their design prototype
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Table 7. Summary of assessment results for lecture (LE) and flipped (FL) models

Assessment Method Difference LE vs FL?

Summative Gantt chart assessment, Levels 1–5 No
Gantt chart assessment, Level 6 Yes
Exam No

Formative Design Criteria TM No
Pugh Matrix TM Yes
Testing TM Yes



to determine whether it satisfied the established

design criteria. For each test, students had to

identify the criterion being measured, the method

used, the number of testing trials, and the people

involved in conducting the tests. This involved

students applying their knowledge to a new situa-
tion, and teams performed significantly better in the

flipped model than in the lecture model.

As the major formative assessment tool in this

study, these technical memo results reveal how

students perform when presented with assignments

requiring different cognitive capabilities. We see

that for the Design Criteria TM assignment requir-

ing recall and understanding, there was no differ-
ence upon flipping the class. But, we see that for the

Pugh Matrix and Testing TMs requiring applica-

tion and evaluation, there was a significant, positive

impact upon flipping the class. Similar to Menekse

et al. [16] andYelamarthi et al. [14], the impact of an

alternate teaching method was only measured when

difficult tasks were presented. Stated another way,

the impact of a flipped classroom model may be
evident only if the assessment tool captures students

completing difficult or challenging tasks.

5.4 Gantt chart exercise requires a mix of cognitive

processes

TheGantt chart exercise was established tomeasure

acquisition and application of knowledge about the

design process. Bailey and Szabo [25] argue that to
complete the Gantt chart exercise, students need to

elaborate (requiring remembering and understand-

ing) as well as identify the pros and cons (requiring

evaluation and critique). As a summative form of

assessement in ENGI 120, this exercise captured

what students learned from the didatic material and

by completing their design project.

In this exercise students critique a poorly con-
structed, 14-week Gantt chart. The assessment

rubric for Levels 1-5 focused on simple explanations

[36] and can be summarized:

0—No mention of step or topic.

1—Mentions that this step should be completed.

2—Mentions how or why a step should be com-

pleted.

To evaluate Levels 1–5, the raters evaluated the

depth of discussion for each step in the design

process. Raters were instructed to allocate points

for a level based on the discussion of ‘‘what’’ and

‘‘how’’—tasks that require recall, understanding

and some application. It should be noted that
Levels 1–5 tracked disrete steps in the engineering

design process, each of which was associated with a

lecture or a video/quiz/ICE, as well as completing

the project and writing a technical memo. In com-

paring differences between the lecture and fully

flippedmodels, no statistically signficant differences

were seen for Levels 1–5. This result is consistent

with our previous work that compares the lecture

and partially flipped models [20].

Level 6 of theGantt chart exercise was different in

that it was evaluated holistically by reading the full
paper. Raters were instructed to determine whether

the student demonstrated a grasp of the overall

design process and understood that design is not

strictly linear. As noted by Atman et al., iteration

during the engineering design process is a complex,

high-level task, and experienced engineers more

fluidly move among steps as the unique design

problem dictates [27]. In order to earn a high score
of 2 on Level 6, students had to demonstrate an

understanding of iteration, overall allocation of

time, and/or concurrent or sequential activities. In

contrast to Levels 1–5, Level 6 drew upon a stu-

dent’s schema of the design process and its high-

level features and attributes. In fact, there was not

an explicit video module or lecture on this topic;

instead, students had to construct this knowledge
from the repeated mention of the design process in

the other course lectures or videos and completion

of the project.

Because Level 6 reflects an integrated and holistic

understanding of the design process, it is notable

that students in the fully flipped model scored

statistically signficantly higher than the students in

the lecture model. These results are in contrast to
our previous work that compares the lecture and

partially flippedmodels [20].We attribute this to the

partial implementation of the flipped model in the

previous study.

5.5 Summative exam designed to reveal general

student understanding of design

Administered toward the end of the course, the
exam tested design process knowledge and related

professional skills. The summative exam was writ-

ten based on content taught in the lecture or video

formats, depending on the year. Students were

asked questions such as:

� State four quantitative design criteria for a posed

design problem.

� Name and elaborate on three rules of brainstorm-

ing.

� Complete a pairwise comparison chart given

ranking information.

As designed, these questions required students to

recall, understand and apply knowledge from the
class. Students were allowed to prepare a one-page

‘‘cheat sheet’’ with key words, definitions, and

examples. With mean exam scores in the 80’s,

there was no statistically significant difference

between the fully flipped and lecture models. This
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result is consistent with our previous work compar-

ing the lecture to a partially flipped class [20]. The

examwas not challenging formost students because

it didnot require them to synthesize or evaluate their

knowledge of the engineering design process or

apply it in a new way. Others have questioned the
validity of using exams to measure proficiency in

design practice [34, 35].

5.6 Recommendations for assessing flipped

instruction

Our results prompt us to make recommendations

for instructors and educational researchers. First,

we strongly encourage instructors experimenting

with the flipped model to consider the way in

which task difficulty may affect measured learning
outcomes. In the design of assessments, instructors

should use this knowledge as a lens to contextualize

results. At a minimum, we recommend that details

about the assessments and their difficulty be pub-

lished alongside evaluation of learning outcomes to

inform the interpretation of results and to allow for

comparisons across studies.

We also recommend using a combination of
formative and summative assessments because sum-

mative assessments may mask the effects of flipped

instruction. Summative measures reflect explicit

didactic instruction (lecture, video, coaching) as

well as the accumulation of knowledge that occurs

throughout the completion of a course, whereas

formative assessment measures are more likely to

capture students’ first attempt at application.
Therefore, it’s important to consider the timing of

the assessments in study design, particularly in

project-based courses.

6. Conclusions

This study focused on a first-year, project-based

engineering design course. Based on observations

and student feedback, we saw students struggle to

jump from passively listening to a lecture to apply-

ing that information to their own design project

within the same class period. To respond to this
need, we flipped the course and measured student

learning outcomes in the lecture and fully flipped

models. This study included a sample size of >200

pieces of student work, from six semesters repre-

senting 12 sections of the course.

Our assessment methods represent some

advances over previous approaches. We are one of

the few studies to have used multiple assessments of
student learning to measure the effects of flipped

instruction on engineering students’ ability to apply

their knowledge of the design process in a fully

flipped project-based design course. Specifically,

three strands of data were used to measure the

application of engineering design process knowl-

edge. We used the same assessment methods for

both fully flipped and traditional lecture environ-

ments, allowing direct comparison of classroom

models.

Our mixed findings underscore the complexity of
answering the simple question: ‘‘Do learning out-

comes improve in a flipped classroom?’’ Our study

producedmixed results, which indicate that flipping

a project-based course can significantly improve

student learning on tasks of higher difficulty or

that require higher levels of critical thinking. We

urge researchers and educators to carefully consider

the tasks and assignments given to students when
drawing conclusions about the effectiveness of

flipped pedagogy.
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