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Systems thinking is a way of seeing and talking about the system so that we can understand and work with the system. It is

both a cognitive ability and skill that is desired amongst engineers because of the complex problems that they are expected

to solve in the workplace. Developing systems thinking capabilities of the engineering workforce is an industry endeavor

as well as a desirable learning outcome for engineering education. This opens opportunities for research to better

understand systems thinking of experts (professional engineers) in industry and novices (engineering students) in

postsecondary education. The purpose of this study was to understand and compare the differences between expert

and novice systems thinking in engineering design. Knowledge of experts and novices in their systems thinking can help

inform engineering education onways to bridge this gap in post-secondary settings.Using tools developed fromFunction-

Behavior-Structure (FBS)Ontology, existing protocol data for 61 teams of 2 (18 professionals, 19 seniors, and 24 first-year

students) underwent systems hierarchical coding and statistical analysis. Results show that systems thinking of

professionals and senior engineering students are similar while first-year students were significantly different from their

counterparts. This paper discusses several implications for systems thinking in engineering education and future research.
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1. Introduction

Systems thinking is a cognitive ability [1–5] and a

practical skill [6–8]. From a cognitive standpoint,
systems thinking is a way of seeing and talking

about the system so that the system is understood

[9]. Systems thinking is also a set of tools because it

offers techniques and devices that describe and

communicate systematic behavior [9]. In this view,

systems thinking is a skill that utilizes a unique set

of tools to solve complex engineering problems [1],

develop complex systems [10], and increase project
success [11].

As systems become more complex and senior

practitioners approach retirement, companies are

faced with challenges to develop systems thinking

capability of their workforce [11, 12].Moreover, the

importance of systems thinking is identified as a

missing competency in engineering graduates [7, 8].

As such, researchers, engineers, employers, and
government agencies look to engineering education

as a solution to fill this void. This study investigates

the differences of expert and novice engineering

designers’ systems thinking. Understanding how

experts solve complex engineering design problems

through systems thinking set a benchmark for

future curriculum development. Sixty-one teams

of two (18 professionals, 19 seniors and 24 first-
year) of verbal protocol data were coded and

analyzed quantitatively. Results show that systems

thinking of professional engineers were significantly

different from first-year students, but not seniors.

2. Relevant Literature Review

The definition of a system is more consistent than

systems thinking in the literature. A system can be

defined as the interaction of solution elements to
achieve some higher order function or purpose [4].

The term solution element is synonymous with

terms used by other authors including, entities

and their relationships [3], integrated set of elements

[13], and a set of physical parts that are part of a

bigger whole [2]. Building on the definition of a

system, systems thinking takes on a cognitive stance

on how to solve a complex system [1–5]. It is
considered a cognitive activity because it involves

various modes of reasoning such as critical reason-

ing – evaluating the validity of claims, analytical

reasoning – analysis from a set of laws or principles,

and creative thinking – thinking outside of the box

[3]. Furthermore, it is the mental capacity and

ability of designers and engineers to treat problems

as complex, and to see the system as a whole, rather
than in part [1]. Good problem-solvers and

designers should be associated with maintaining

sight of the big picture by including systems think-

ing in engineering design [14]. Seeing the system as a
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whole is synonymous with what other authors

referred to as ‘a big picture view’ of the complex

system [2] and ‘holistic view’ of the system [7, 14].

Systems thinking as a holistic view help designers

and engineers focus on the relationships of the

entities and the emergence of the desirable functions
or outputs of these relationships [3]. More impor-

tantly, it allows one to comprehend the coherence

and synergy of the system to produce the desired

function [2].

Contrary to the holistic view is the reductionist

view [15–17]. The reductionist view dissects the

parts of the system to learn about the system [16].

The process of taking the system apart is recognized
as a ‘‘Hierarchical Mappings’’ view of complex

systems in engineering design [4]. In this view, the

system is decomposed into the various levels or

hierarchies of the system through a problem decom-

position approach. Problem decomposition is the

process of dividing the interacting elements in the

system hierarchically into smaller manageable sub-

problems. On the reverse end of this process, lies
problem recomposition. This is where the interact-

ing elements, also referred to as solution elements,

are eventually synthesized to form the system

behaviors, system functions, and outputs. A gra-

phical representation of hierarchical mapping of a

system by the International Council of Systems

Engineering (INCOSE) is summarized in Fig. 1

[18]. Problem Decomposition, Recomposition,
and Solution Elements are labeled for clarification.

One may learn a lot by taking the system apart

through the reductionist view.However, it is impor-

tant to maintain sight of the relationships that bind

the parts and subsystems to form the higher levels of

hierarchies [16], which eventually merge to produce

the system behavior and purpose. This does not

mean that the systems (holistic) view is superior to

the reductionist view. Both views are complemen-

tary and work together to build a more complete

understanding of the system [16].

According to the Vee Model, ‘‘the top-down

branch is done by successive levels of decomposi-
tion; each level corresponds to the physical archi-

tecture of the system and system elements. The

bottom-up branch consists in following the oppo-

site way of composition level by level’’ [19, p. 81] or

recomposition. Although complex systems can be

decomposed into parts recursively, ‘‘the emergent

properties that we really care about disappear when

we examine the part in isolation’’. Therefore, Sys-
tems Engineering requires ‘‘a balance of linear,

procedural methods for sorting through complicat-

edness and holistic, non-linear, iterative methods

for harnessing complexity’’ [19, p. 9]. During this

process, systems thinking and analysis is always

required. The tension between breaking things

apart and binding them should be dynamically

managed.

2.1 Systems Thinking and Engineering Education

The Accreditation Board for Engineering and

Technology, Inc. (ABET) asserts that students

should have ‘‘an ability to identify, formulate, and

solve complex engineering problems by applying

principles of engineering, science, and mathe-

matics’’ as the foremost student outcome for bac-
calaureate engineering programs in U.S.

universities [20, p. 5]. However, systems thinking,

a competency that contributes to such learning

outcomes, is identified as a missing competency in

engineering graduates [7, 8]. Consequently,

researchers, engineers, and government agencies

look to engineering education as a solution to fill
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Fig. 1. System Hierarchy. Note. Figure adapted from INCOSE handbook [18].



this void. Although some universities tackled this

endeavor from a systems engineering and engineer-

ing design perspective, they encountered many

challenges [21]. Systems engineering programs

found it challenging to integrate systems thinking

into their engineering curriculum, given their
already overwhelming amount of important mate-

rials to cover [8]. Furthermore, engineering design

education, which span various engineering disci-

plines, has proven to be difficult for students learn-

ing about design thinking, and for faculty seeking to

teach these skills [14]. Despite evidence in support

of project-based learning as a successful design

pedagogy to improve student learning, resource
allocation (e.g., faculties and facilities) towards

design pedagogy remain low on priority [14]. More-

over, critics argue that systems thinking and sys-

tems design require engineering education that

achieves competence rather than specialization in

subject knowledge [22]. This requires an ability to

learn and progress through an open-ended, forma-

tive, and dynamic learning process rather than the
traditional ‘rote’ application of pre-defined knowl-

edge [22]. Others assert that traditional engineering

programs lack formal engineering education to help

students understand the holistic implications of ill-

structured problems, which students are likely to

encounter after graduation [7-8]. Despite the chal-

lenges to incorporate systems thinking in engineer-

ing education, research and implementation of
systems thinking has become active in the past

decade, and some studies have shown evidence of

success [7, 14, 23–25].

These successes to improve engineering educa-

tion have led to opportunities. One opportunity is

to better understand expert knowledge of systems

thinking, then compare it to that of novices to

identify the differences between experts and novices
[26–29]. However, expert time is a challenge for

researchers to obtain, and as a result, few studies in

engineering education have expert data on systems

thinking. Consistent with the literature, experts are

professional engineers that acquired at least 10

years of work experience, or 10,000 hours, and

novices are students enrolled in an undergraduate

engineering program [27–32].
The transition from novice to expert is contin-

uous, and intermediate stages of expertise exist

between novices on the one end, and experts on

the other end. When studies compare experts and

novices, it is recognized as the relative approach

[33]. The assumption here is that experts are more

knowledgeable and are more experienced relative to

the novices. Therefore, novices should seek to
achieve the level of proficiency of experts. The

alternative research approach to studying experts

is an absolute approach, where truly exceptional

people in their area of expertise are studied [33].

Since this study compares experts and novices, the

relative approach assumption is accepted.

3. Research Design

The purpose of this study was to investigate systems

thinking of teams of expert engineers and teams of

novice engineering students. It is guided by the

research question: What are the differences in sys-

tems thinking between professional engineers and

engineering students when solving engineering

design problems? This research synergistically

brings together methodologies from different dis-
ciplines to characterize and model the effects of

education and experience on engineering students’

and expert designers’ design cognition. The meth-

odologies are drawn from:

� Design theory: design ontologies.

� Cognitive science: protocol analysis and cogni-

tive style.

� Statistical modeling: correspondence analysis,
standard statistical analysis and Markov model-

ing.

Using tools developed from Function-Behavior-

Structure (FBS) [34], and existing FBS coded pro-

tocol data for 61 teams, systems level codes were

generated through a systems hierarchy coding

scheme [35]. These system level codes formed the

database for statistical analysis.

3.1 Participants

The participants consisted of professional engineers

and undergraduate engineering students (seniors

and first-year) that previously took part in a

National Science Foundation (NSF) funded
research project. There were 61 teams, where each

team consisted of twomembers, therefore, a total of

122 participants were involved in this study. There

were 43 teams of undergraduate engineering stu-

dents (19 seniors and 24 first-year students) from a

large public university in western United States,

who majored in mechanical, civil and environmen-

tal, and biological engineering. First-year students
were engineering students enrolled in first-year

engineering undergraduate courses, and seniors

were engineering students enrolled in senior engi-

neering courses. Eighteen teams of professional

engineers were recruited from companies in western

United States. Professional engineers had at least 10

years of work experience, or 10,000 hours, and a

Professional Engineering license was not required.
The teams were invited to design a window

opening device within 1-hour. See Appendix A for

details of the design task. Participants were encour-

aged to think-aloud and their design sessions were

Yuzhen Luo et al.1400



audio and video recorded. Verbal protocol data for

the 61 design sessions underwent FBS coding in the

aforementioned NSF research project. The FBS

coding scheme was used to quantify the verbal

protocol data in a uniform way [36]. More impor-

tantly, the design sessions were segmented to ensure
that each segment contained a single design idea.

See Fig. 3, column D, for an example of FBS

segmentation and coding.

3.2 Function-Behavior-Structure (FBS) Ontology

and Relation to Systems Thinking

FBS is an instrument used to measure design. The

FBS ontology describes all designed issues, or

artefacts, irrespective of the specific discipline [36].
It is a uniform way to characterize and measure

designing in three fundamental constructs – Func-

tion, Behavior, and Structure. The goal of designing

is to transform a set of functions, driven by client

Requirements (R) into a set of descriptiveDocumen-

tations (D). Function (F) is the intended teleology or

‘‘what the artefact is for’’. Behavior is ‘‘what the

artefact does’’ and provides measurable criteria for
comparison. Designers decide which behaviors are

significant and needed to assess the designs they

produce. Therefore, there are two types of beha-

viors; it can either be Expected Behavior (Be), which

is the measurable outcome set by expectations, or

derived Behavior from the Structure (Bs), which is

what the artefact actually does. The Structure (S) is
the physical components and their relationships or

‘‘what the object consists of ’’. The six codes, F, Be,

Bs, S, R, andD, are referred to as ‘‘FBS Issues’’ and

provide the basis for coding design protocols. See

example of FBS Issues of a phone in Fig. 2 and a

summary of definitions in Table 1. The phone itself

is a physical structure. A purpose or function of a

phone is to be mobile and be easy to carry in the
pocket. To achieve this, the volume and size, which

are physical structures, of the phone is expected to

fit the size of a pocket.

Function-Behavior and Part-whole Structure are

foundational concepts of systems thinking [2]. Part-

whole Structure means that parts of a system can be

decomposed into sub-systems and recomposed in a

bottom-up fashion until the top-level system is
reached. Function and Behavior acknowledge that

engineered systems are designed for a purpose.
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Fig. 2. Example of FBS Using a Phone.

Table 1. FBS Issues Definition and Examples (using Fig. 2)

FBS Issue Code Definition Example

Function F The intended teleology or purpose � Ease of navigation
� Ease of carrying phone in pocket

Expected Behavior Be A measurable outcome set by
expectations

� One degree of freedom to go to home menu
� Reduced volume of the phone case

Behavior from Structure Bs Behavior of the structure i.e. what the
structure does

� Phone rings
� Phone vibrates

Structure S The physical components and their
relationships

� Phone
� Home Button
� Length, width, thickness

Requirements R Client requirements � Comply with ADA and safety standards

Documentation D Descriptions in the form of
documentation

� Designer takes note or document his/her work



Then, structures with their functions are selected

and put together to produce some change. The

change that results from this is the behavior

observed in the system. In this view, systems are

treated as hierarchical because the parts of the

system are arranged in a manner that can be
decomposed and/or recomposed.

In view of systems as hierarchies, the tools

developed to measure systems thinking in engineer-

ing design accounted for the various hierarchies

that exist within a system. One way to analyze

design problems is to distinguish the various levels

of abstraction in the problem domain [35]. The

designer’s attention shifts from a high-level view
of the problem to a low-level view of the problem.

High-level view occurred when the designer con-

siders the problem at the functional or systems level

with a holistic view. Low-level view occurred when

the designer considers the problem at the details

level. The authors defined the various levels by

assigning a number to a level of the problem.

Level 0 is the System level (high-level or holistic
view) – where the designer is considering the system

as a whole, level 1 is the Interactions – where the

designer is considering the interactions between the

sub-systems, level 2 is the Sub-systems – where the

designer is considering details of the sub-systems,

and level 3 is theDetails (low-level view) – where the

designer is considering the detailed workings of a

particular sub-system. This method was used in
previous studies that conducted similar protocol

studies in engineering design [27, 29].

This study condensed the four levels of abstrac-

tion (0, 1, 2, 3) to three new levels: 1, 2 and 3 to better

distinguish the system hierarchy at the system level

– the top level, subsystem level – the middle level,

and details level – the bottom level. Specifically,

Level 0 was labeled as Level 1. Levels 1 and 2 was
merged to Level 2 because subsystems and interac-

tions between subsystems occur at the same level of

the hierarchy, which is the subsystems level. Level 3

remained as Level 3. The three new levels are

referred to as system levels for the rest of the

manuscript. Requirements (R) was contextual and

could either be system level 1, 2, 3 or O, where O

described utterances that did not incorporate the

design problem at any system level. An example

would be, Documentation (D) from FBS Issues. D

occurred when designers took notes on paper or

wrote on the whiteboard. It served as external

memory and did not contribute anything new to
their design nor describe the problem at any system

level. Therefore, ‘‘O’’ was a code assigned to D, as

well as other utterances that did not pertain to any

systems level. System levels 1, 2, 3 and O guided the

systems hierarchy coding for this study and are

summarized in Table 2.

3.3 Systems Hierarchy Coding

The researcher was coder 1 and two graduate
students, who were experienced in FBS coding,

volunteered to be coder 2 and 3 for some design

sessions. Training on systems level coding was

provided to the two graduate students. Training

materials included a literature review on systems

coding, Table 2, and examples of coding like Fig. 3.

The researcher was coder 2 for the remaining design

sessions. This meant that the researcher coded each
design session twice, with at least ten days in

between each coding. The ten-day break addresses

the issue of coder fixation on the first round of

coding and improves independence of each round

of coding [35].

Description of the codes are provided; however,

the actual coding required the coders to use Table 2

within context as exemplified by Fig. 3, Example A.
This was a dialogue between two members of the

team at approximately 16 minutes into the design

session, where they discussed the possibility of using

a lever-type system to help open the sticky window.

The explanations or reasons (column F) for the

systems level codes (column E) are straightforward

and therefore easy to interpret. However, this was

not always the case for other design teams, such as
Example B, which was a dialogue that evaluated

their clamp system and discussed possible user

interactions. Some utterances resulted in coder

disagreements. In example B, it was clear from

row 2 and 3 that their system was a clamp and

both coders, coder 1 and coder 2, agreed on system

Yuzhen Luo et al.1402

Table 2. System Levels

Level Systems Hierarchy Description

1 System The designer is considering the system as a whole. This is the top-level view as
the designer is obtaining a holistic or big-picture view of the problem.

2 Subsystems and their interactions The designer is considering the subsystems (as a whole) and their interactions
or relationships. This is the middle-level view as the designer is breaking the
complex system into smaller and manageable subsystems.

3 Details The designer is considering the details of the subsystems. This is the low-level
view as the designer is working out the inner details of a particular subsystem
such as size, dimensions, mathematical analysis, etc.

O N/A The designer is not considering the problem at levels 1, 2 or 3.



level 1 (column E). However, there was a disagree-

ment in row 4where coder 1 (columnF) thought the

idea of being ‘‘strong enough to hold’’ should be at
system level 2, whereas coder 2 (column G) thought

it should be at system level 1. The coders came to an

agreement, through an arbitration process, that it

should be at system level 1 because an evaluation

about the system – the clamp, is at the systems level

or level 1.

The arbitration process allowed a final codebook

to be developed through an agreement of the codes
from the two coders. Although the arbitrated codes

were usually the same as one of the coders, it could

also be different from both coders. This coding

process can be viewed as a continuous improvement

method that allowed the coders to learn and change

their codes or opinions over time. Consequently,

the code agreement between the coder and the final

arbitrated codes increased over time. Twomeasures
of intercoder-reliability were used, coder percen-

tage agreement and Cohen’s Kappa. The goal was

to reach a coder agreement of 80% to be consistent

with similar systems level coding [27] and FBS

coding [30].

3.4 Research Question

This study is guided by the following research

question:

What are the differences in systems thinking

between professional engineers and engineering

students when solving engineering design pro-

blems?

The research question purports to measure systems

thinking between engineering students and profes-

sional engineers through a comparisons of system

levels and system processes. System levels show

whether experts and novices are big picture oriented
(system level 1), detail oriented (system level 3), or

juggle with the sub-systems (system level 2). System

processes are the transitions between each system

level. It shows their top-down and bottom-up

Systems Thinking in Engineering Design: Differences in Expert vs. Novice 1403

Example A. System Level Coding in Context. Note. Column C are the utterances between the two students.

Example B. Coder disagreement.

Fig. 3. Examples of System Level Coding.



problem-solving strategy when solving engineering

design problems. A top-down problem-solving

strategy is problem decomposition, and a bottom-

up problem-solving strategy is problem recomposi-
tion. Both problem-solving strategies are evident

during design [27, 29].

Problem decomposition and recomposition was

measured by analyzing the sequential process of

system levels 1, 2 and 3. System level O was omitted

for this part of the analysis. Sequential means that

each systems code is paired with the next code, and

these pairs of codes formed the processes of either
problem decompositions, problem recompositions,

or same level. When the designers went from a

higher level to a lower level, for example level 1 to

level 3 (in rows 3–4 in Example A of Fig. 3), it is a

top-down approach and is considered problem

decomposition. Conversely, if the designers went

from a lower level to a higher level, for example level

3 to level 2 (rows 6–7 in Example A of Fig. 3), it is a
bottom-up approach and is considered problem

recomposition. Problem decomposition and recom-

position are derived from the systems processes and

are summarized in Table 3.

Percentages of system levels (1, 2, 3, and O) and

system processes (problem decomposition, problem

recomposition, and same level) were computed in

Excel with the aid of macros and other Excel built-
in functions for each design session. The process

was repeated for all the sessions and the results were

aggregated based on the three cohorts: professional

engineers, senior students, and first-year students.

An example of the professional engineers’ data is

attached in Appendix B. The data was then ana-

lyzed via Correspondence Analysis (CA), descrip-

tive and inferential statistics, and Markov models.
CA is a form of multivariate analysis [37]. It

provided an overview of the data and pointed to

areas of similarities so that the researcher can begin

to see emerging relationships. For a more detailed

analysis of system levels and system processes for

the three cohorts, descriptive and inferential statis-

tics were used.Means and standard deviations were

computed and compared across the three cohorts.
ANOVA was performed on the percentages of

system levels and system processes for the three

cohorts. A significance level of 0.05 was selected

and post-hoc tests were followed up for ANOVA,

p � 0.05 to identify where and which cohorts

differed. ANOVA assumptions for normality was

determined by Shapiro Wilk test, p � 0.05 and

homogeneity of variance by Levene’s test, p �
0.05. If normality was not met, a non-parametric

test was used instead, and Kruskal-Wallis p-values

are reported. Independent samples were met by

design of the experiment because each design
team’s data was collected independently. Statistical

significance was coupled with measurements of

effect size, specifically, partial eta squared, which

measured the strength of the relationship between

the variables. A larger effect size implied a stronger

relationship and a larger practical significance.

Statistical Package for Social Sciences (SPSS) was

the software that used for the analysis.
To further understand problem decomposition

and recomposition, Markov models [38] was used

to calculate the probabilities of going from one

system level to another system level, or the prob-

abilities of the system processes. Markov analysis

enable us to see decomposition and recomposition

of the cohorts at a granular level by examining each

system process. This is explained with the help of a
tree diagram in Fig. 4. In general, the probabilities

are obtained by weighing the system process of

interest to all possibilities of that system process.

For example, what is the probability (P) of going

from system level 1 (x = 1) to system level 2 or P

(1!2)?Wewould count all occurrences of 1!2 and

divide by the counts of all possibilities: 1!1, 1!2,

1!3, and 1!O or mathematically:

Pð1! 2Þ ¼
X

ð1! 2Þ=
X

ð1! 1; 1! 2;

1! 3; 1! OÞ ð1Þ

The result is a value between 0 and 1, which is the

probability of going from system level 1 to 2. This

was repeated for all other values of x for the three
cohorts. The results were aggregated based on

Yuzhen Luo et al.1404

Table 3. Problem Decomposition and Recomposition

Problem Decomposition/Recomposition Systems Process

Problem Decomposition 1! 2, 1! 3, 2! 3

Problem Recomposition 2! 1, 3! 1, 3! 2

Same Level 1! 1, 2! 2, 3! 3

Fig. 4. Probabilities of System Processes. Note. P (x! 1) is the
probability of system level x going to system level 1, where x = 1,
2, 3, or O.



cohorts, and their means, standard deviations,

ANOVA, and effect size were computed.

4. Results

Using the methodology described above, systems
thinking of experts and novices were measured and

compared quantitatively. The results were based on

61 design team’s verbal protocol data, which under-

went systems hierarchical coding. The average coder

agreement was 80% and an intercoder reliability,

measured by Cohen’s kappa (k), was 0.78. The

results from the hierarchical coding produced 61

sessions worth of data for quantitative analysis,
which focused on system levels and systemprocesses.

To provide an overview of the data, correspon-

dence analysis (CA) brought together the system

levels (level 1, 2, 3, O), system processes (problem

decomposition, recomposition, same level), and the

three cohorts (professionals, seniors, first-year) into

a single 2D plot – see Fig. 5. Systems thinking refer

to the system levels and system processes. System
levels, system processes, and the cohorts are treated

as categorical data, which are shown as circles. A

total of 10 categories are presented in Fig. 5.

Dimension 1 covers 95.6% of the variance of the

data and dimension 2 covers 4.4% of the variance of

the data; they add up to cover 100% of the variance

of the data. The positions of each category on

dimension 1 (x-axis) and dimension 2 (y-axis) on
the plot shows how similar or dissimilar the cate-

gories are in relation to each other.

Systems Thinking in Engineering Design: Differences in Expert vs. Novice 1405
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CA plots the categories in a 2D space to indicate

categories that are similar. There are three ways to

identify categorical similarities and differences: (1)

left and right of dimension 1, which covers a
majority of the variance of the data (95.6%), (2)

top and bottom of dimension 2, which covers 4.4%

of the variance of the data, and (3) a combination of

dimension 1 and 2, which are the four quadrants.

Since dimension 2 only covered 4.4% of the var-

iance of the data, much of the variance of the data is

covered in dimension 1. For example, first-year,

same level, and system level 3 sit on the positive side
of dimension 1, therefore they are categorically

similar to each other in dimension 1. This inter-

pretation can be applied for the categories on the

negative side of dimension 1 and top and bottom of

dimension 2 to show other categorical similarities.

Amore meaning way to interpret CA results is by

looking at the quadrants, a combination of both

dimensions. From Fig. 5, system level 1, 2, and 3 sit
in different quadrants, which suggest that they are

categorically different from each other. Similarly,

the three cohorts: professionals, seniors and first-

year, sit in different quadrants, which suggest that

they are categorically different. On the contrary,

decomposition and recomposition sit in the same

quadrant, in fact, the circles overlap, which suggest

that they are categorically very similar. Senior

students sit in the same quadrant as system level

1, system level O, decomposition, and recomposi-
tion, which suggest categorical similarities. The

same can be said for professionals and system

level 2, and First-year and same level. To better

understand the categorical similarities, we con-

ducted descriptive and inferential statistics and

Markov models.

Each session was normalized by taking a ratio of

the system level (1, 2, 3, or O) over the total system
levels. This can be multiplied by 100 to obtain the

percentages. System levels and system processes for

each session were grouped then aggregated by

professionals, seniors, and first-year. The results

for the means (M), standard deviations (SD), and

ANOVA for system levels and system processes are

summarized in Tables 4 and 5 respectively. Refer to

Tables 2 and 3 for definitions of system levels and
system processes respectively.

The means and standard deviations in Table 4

show that on average, senior students are the high-

est for System Level 1 at 14% with a 6% standard

deviation. Professional engineers are the highest for

System Level 2 at 34% with an 8% standard devia-

Yuzhen Luo et al.1406

Table 4. Results for System Levels

System Levels Level 1 Level 2 Level 3 Level O

Cohort (M, SD) M SD M SD M SD M SD

Professionals (N = 18) 0.12 0.05 0.34 0.08 0.46 0.12 0.08 0.03

Seniors (N = 19) 0.14 0.06 0.30 0.08 0.48 0.10 0.08 0.03

First-year (N = 24) 0.06 0.03 0.23 0.06 0.64 0.08 0.06 0.02

ANOVA (p-Values) 0.000** 0.000** 0.000** 0.052

Post-Hoc Test (p-Values)

Professionals vs Seniors 0.679 0.264 0.845 0.965

Professionals vs First-year 0.001** 0.000** 0.000** 0.135

Seniors vs First-year 0.001** 0.006** 0.000** 0.071

Effect Size (Partial Eta Squared) 0.336 0.300 0.432 0.097

*p � 0.05. **p � 0.01.M = mean, SD = standard deviation.

Table 5. Results for System Processes

System Processes Problem Decomposition Problem Recomposition Same Level

Cohort (M, SD) M SD M SD M SD

Professionals 0.17 0.03 0.17 0.03 0.66 0.07

Seniors 0.17 0.03 0.17 0.03 0.66 0.07

First-year 0.13 0.03 0.13 0.03 0.73 0.06

ANOVA (p-Values) 0.000** 0.001** 0.000**

Post-Hoc Test (p-Values)

Professionals vs Seniors 0.995 0.987 1.000

Professionals vs First-year 0.001** 0.006** 0.003**

Seniors vs First-year 0.002** 0.005** 0.002**

Effect Size (Partial Eta Squared) 0.246 0.217 0.232

*p � 0.05, **p � 0.01,M = mean, SD = standard deviation.
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tion, and first-year students are the highest for

System Level 3 at 64% with an 8% standard devia-

tion. ANOVA results were statistically significant

across systems levels 1, 2, and 3. Post-hoc tests

showed that professional engineers and senior stu-

dents have no statistically significant differences
across system levels 1, 2, and 3. However, profes-

sional engineers and first-year students are signifi-

cantly different for the three system levels.

Similarly, senior and first-year students are signifi-

cantly different for system levels 1, 2, and 3. The

effect size for system levels 1, 2, and 3 ranged from

0.3–0.4, which is considered large. No statistically

significant differences were found for system level
O.

The means and standard deviations in Table 5

show that on average, professional engineers and

senior students had 17% with a 3% standard devia-

tion for problem decomposition and recomposi-

tion, and 66% with a 7% standard deviation for

same level. First-year students had 13% with a 3%

standard deviation for problem decomposition and
recomposition, and 73% with a 6% standard devia-

tion for same level. Problem decomposition and

recomposition constitute 13–17% of system pro-

cesses or 26–34% combined, whereas same level

constitutes 66–73% of system processes.

ANOVA results showed that statistically signifi-

cant differences were found between the cohorts for

all three system processes; problem decomposition,
problem recomposition, and same level. In fact, the

results were very significant with p < 0.001. Post-

hoc tests indicate that professional engineers and

senior students have no statistically significant

differences across all system processes. Professional

engineers and first-year students are significantly

different for all system processes. Senior vs first-

year students are significantly different for all
system processes. The effect size for system pro-

cesses were between 0.22 and 0.25, which is con-

sidered a large effect.

To identify specifically where the cohorts differed

in system processes, a Markov model was

employed. The results are summarized in Table 6.

The means and standard deviations are the prob-

abilities of the systems process. For example, in the
first-row professionals have a 19% chance, with a

7% standard deviation, to go from system level 1 to

3 (1!3). Seniors have a 23% chance to go from

systems level 1 to 3 and freshmen have the highest

chance at 28%. The rest of the table can be inter-

preted in a similar manner. Problem decomposi-

tions 1!3, 2!3, recompositions 2!1, 3!1, 3!2,

and same level 2!2, 3!3 were found to be very
statistically significant. No statistically significant

differences were found for decomposition 1!2 and

same level 1!1. The effect size for the Markov

models ranged from 0.17 to 0.36, which is consid-

ered a large effect.

5. Discussion

This study had several limitations. First, a majority

of the participants were white male. This does very

little to shed knowledge on minorities and less

represented groups in engineering. Second, engi-

neering students were recruited from a single large
public university in western U.S., which may not be

representative of all engineering programs. Future

studies should diversify their participants and

investigate systems thinking that include effects of

gender, race, and other engineering disciplines

which were not considered in the design of this

study.

5.1 Systems Thinking at the System Levels – Big

Picture vs Details

A closer look at the system levels in Table 4 show

that professionals (with a system level 1 of 0.12) and

seniors (with a system level 1 of 0.14) spend their

time thinking twice as much in system level 1 than

first-year students (with a system level 1 of 0.06).

System level 1 is thinking about the system as a

whole, where designers adopt a holistic or big

picture view of the design problem. It is concerned
with design functions, design goals, and desired

outputs of the system that are at the top level of

the system hierarchy. On the contrary, first-year

students spend nearly 1.5 times more time than

professionals and seniors in system level 3. System

level 3 is thinking about the details of the subsys-

tems, where designers analyze the parts and com-

ponents of a particular subsystem, which are at the
bottom level of the system hierarchy. Professionals

and seniors were nearly 1.5 times higher than first-

year students in system level 2. System level 2 is the

relay between system level 1 and system level 3. It is

the middle level in the system hierarchy and is

concerned with subsystems or subproblems of the

complex system. This is where designers consider

partial behaviors of the system, major structures of
the system, and user interactions with the system.

The differences between professionals and seniors,

to first-year students were statistically significant. It

can be concluded that there are no differences in

systems thinking of professionals and seniors at the

system levels. Specifically, professionals and seniors

adopted a holistic or big picture view of the design

problem. This was lacking among the first-year
students. Instead, the first-year students adopted a

microscopic or detailed view of the design problem;

they were more concerned with analysis and details

of the design problem than their counterparts.

Moreover, professionals and seniors identified

Yuzhen Luo et al.1408



more subsystems and subproblems of the complex

design problem than first-year students. The ability

to identifying subsystems and subproblems is aided

by their ability to decompose complex systems into

solution elements. This is discussed next.

5.2 Systems Thinking at the System Processes –

Problem Decomposition/Recomposition

In view of a complex system as a hierarchy, problem

decomposition and recomposition are processes of

going from one system level to another. Based on

the results in Table 5, a significant difference was

found in problem decomposition and recomposi-
tion for professionals and first-year students,

seniors and first-year students, however, no signifi-

cant differences were found for professionals and

seniors. We conclude that there was no difference in

the problem decomposition and recomposition of

professionals and seniors. This conflicts with results

from a previous pilot study that found seniors and

first-year students to be alike in problem decom-
position and recomposition [27]. The results of this

research show that seniors and professionals

decomposed and recomposed significantly more

than first-year students, and the effect size for this

difference was large. One explanation is that seniors

have received some education in solving complex

design problems through senior capstone, engineer-

ing ethics, multidisciplinary engineering, or similar
courses. First-year students preferred the alterna-

tive to problem decomposition and recomposition,

which was to stay at the same level. Same level is a

horizontal traverse in the system hierarchy. Cogni-

tively, this means that when the designers are at a

system level, they stay at that level and do not jump

vertically to system levels above or below. First-

year students tend to do this more than profes-
sionals and seniors, about 10%more. The difference

was significant, and the effect was large. In order to

explain why this is the case, it requires a deeper look

at the probabilities of system processes for the three

cohorts. This is explained using Markov analysis

and the results shown in Table 6.

There is almost an 80% chance for first-year

students to stay in the details level, which is level 3
to level 3 (3!3). In fact, problem decomposition

and recomposition show that first-year students are

more likely to move towards the details from any

other system level. The effect size ranged from 0.17

to 0.36, which is considered to have a medium to

large effect. This shows a strong desire for first-year

students to analyze details of the system. Based on

the literature, there are multiple possible explana-
tions for this: (1) This is a reflection of their early

engineering education experience – they are detail

oriented and focus on analysis such as application

of equations to well-structured problems [29, 39],

(2) They have low tolerance for ambiguity – once

they talk about the details, then all the details must

be flushed out before they move on. This confirms

earlier studies that found first-year students to be

frustratedwhen details of the problem are unknown

[27] and not accepting ambiguity in the design of ill-
structured problems [40], and (3) A lack of con-

fidence to work with bigger, more complex, and ill-

structured problems that are higher up in the system

hierarchy. Instead, they are fixated in the details

level. Fixation is a designer’s tendency to adhere to

existing features from the examples they encounter

in their immediate surroundings or day-to-day

activities [39]. This is common in engineering
design [41], but first-year students in particular,

tend to fixate on features of examples that they

have encountered [39, 42]. The example that first-

year students encounter in engineering classrooms

are mostly well-structured and oriented towards

detailed analysis [43], which help explain their

fixation on details.

On the other hand, seniors demonstrate the
ability to systems think like expert professional

engineers in viewing the system as awhole. Through

a holistic view, they realize the big picture functions,

objectives, and goals of the design, which are

complex. The complexity was partitioned intoman-

ageable subsystems, subproblems, and all the way

down to the details via a decomposition strategy.

The details are then synthesized into subsystems,
sub-solutions, and all the way back up to the overall

functions, objectives, and goals via a recomposition

strategy. There are several explanations why seniors

were expert-like in this regard, more importantly, a

transformation from detail oriented as a first-year

undergraduate engineering student to more big-

picture oriented as seniors. (1) Capstone Design.

Senior students are required by the college of
engineering to enroll in a Capstone Design course

during their senior year. The educational experi-

ences of Capstone Design, and the transfer of this

experience into complex engineering design, may be

accountable for seniors’ expert-like systems think-

ing. (2) Level of difficulty in the design task. Level of

difficulty of the design task can be defined in terms

of complexity such as breadth of knowledge
required, intricacy of procedures, and structured-

ness such as interdisciplinarity and heterogeneity of

interpretations [44]. A design task that is difficult

for first-year students may not be as difficult for

seniors and professionals if they encountered simi-

lar design problems in their engineering courses or

work experiences. Therefore, the level of difficulty

in the task may have contributed to the finding.
Future studies should explore systems thinking

with different design tasks that vary in level of

difficulty.
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6. Conclusion

Through the lens of engineering education, this

study investigated systems thinking of experts and

novices in engineering design through compari-

sons of systems levels and system processes.

System levels measured their big picture (or holis-

tic) view vs. details focus, and system processes
measured their top-down (decomposition) and

bottom-up (recomposition) problem-solving strat-

egy. From the results of this study, it can be

concluded that first-year students’ systems think-

ing were different from senior students and

experts. While the difference between first-year

students to senior students and experts were

clear, there were no differences in the systems

thinking of experts and senior students. This

study provided some evidence that systems think-

ing competencies can be acquired through engi-

neering education. Engineering educators and

researchers are encouraged to adapt the findings

of this study to their unique environments and
incorporate systems thinking education that more

closely align engineering students’ thought pro-

cesses with those of experts.
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Appendix A: Design Task, Window Opening Device

Double-Hung (Sash) Window Opener

Your design team has been approached by Warm Heart Estates, a local nursing
home, to design a new product to assist its elderly residents.

The nursing home administrators have noticed that changes in humidity during the
summer months cause the windows of the 65-year old building to ‘‘stick,’’ thus
requiring significant amounts of force to raise and lower the window panes. The force
required to adjust the windows is often much too large for the nursing home tenants,
making it very difficult for them to regulate their room temperature.

Your team has been tasked with designing a device that will assist the elderly tenants
with raising and lowering the building’s windows. Since each window is not guaranteed
to be located near an electrical socket, this device should not rely on electric power.

The building’s windows are double-hung (as seen in the figure above). The double-hung window consists of an upper and
lower sash that slide vertically in separate grooves in the side jambs. This type of window provides a maximum face
opening for ventilation of one-half the total window area. Each sash is provided with springs, balances, or compression
weatherstripping to hold it in place in any location.

Your team has identified the following websites as potential sources of useful information:

� ‘‘Double Hung Window Construction’’
– http://www.oldhouseweb.com/how-to-advice/double-hung-window-construction.shtml

� ‘‘Double Hung Windows – Everything You Need to Know’’ (1 min. 34 sec.):
– http://www.youtube.com/watch?v=xW7OMHYI4kY

� American Disabilities Act (ADA) information:
– http://www.ada.gov/
– http://www.ada.gov/pubs/adastatute08.htm (full act, as amended in 1990)
– http://en.wikipedia.org/wiki/Americans_with_Disabilities_Act_of_1990

� ADA Accessibility Guidelines for Buildings and Facilities (ADAAG):
– http://www.access-board.gov/adaag/html/adaag.htm
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