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There is a need to characterize engineering problem-solving errors on student solutions to provide more formative

information in a manner that aligns with the course and program learning outcomes. In this study a new formative

feedback framework schema, designed to improve the apparency in feedback delivery, is proposed and tested. The design

of the schema is inspired by the concept of work domain analysis from industrial engineering. Unlike conventional

markingwhich uses point deductions to imply error severity, the new instrument is centered on feedback that characterizes

the nature of each error. The schema was tested with teaching assistants (assessors) in a three-part semi-randomized

evaluation trial. A group of engineering assessors (n = 33) evaluated problem solutions using the new schema and

conventional grading. The new system significantly enhanced the proportion of descriptive feedback assessors provided

across solutions (p<0.001, effect size = 0.46). The new system also significantly decreased the speed of feedback delivery as

compared to conventional grading (p<0.001, effect size = 0.60). Conventional grading, however, scored significantly

higher on the SUS usability score (p<0.001, effect size = 0.73). Within the scope of the electrical engineering problem

solutions tested, the new schema significantly improved the quality of formative assessment assessors provided relative to

conventional marking. However, the usability of the instrument still needs improvements. Future work could include

creating a digital interface based on the proposed framework to improve the evaluation experience for the assessors.
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1. Introduction

Closed-ended problems that rely on science and

math concepts are a staple of engineering curricula.
The need for problem-solving competency develop-

ment is acknowledged in engineering education [1].

In this domain of engineering competency, conven-

tional forms of assessment persist [2]. Conventional

forms of marking such as numerical grading

schemes, while efficient, offer little formative or

transferable insight for the student on the quality

of their problem-solving [3–6]. To address this
issue, we are proposing a new type of schema for

the assessment of engineering problem-solving

skills specifically to enhance formative feedback

quality. In this work, we test this approach by

examining the feedback generated by assessors

using the new schema.

A key goal of formative feedback delivery is to

achieve constructive alignment in the assessment
cycle [7]. That is, the feedback provided by the

assessor(s) (e.g., teaching assistants) should align

with the evaluation criteria set by the instructor

based on learning outcomes for the course. To

strengthen this alignment, each piece of feedback

the assessors provide should be clearly linked to a

specific criterion. In our work, the feedback given

by people marking student solutions using the new
schema needs to speak to universal dimensions of

engineering problem-solving skills and meet the

needs expressed in the literature.

1.1 Literature Review

There are two important bodies of literature that

pertain to this work: research on problem-solving

as a critical competency; and research on assess-

ment. Effective problem-solving ability is essential

for competent engineers [8]. While the context and
complexity of problems vary, the need for informa-

tion processing and goal-oriented behavior is

common [9]. Both problem-solving specific to a

particular content area as well as general problem-

solving skills are needed for mastery [10]. Various

works in literature have attempted to devise models

and strategies related to problem-solving. Found-

ing models of problem-solving generally utilize
step-by-step elaboration as an approach to improve

the quality of solutions. Building upon this work,

models such as Polya [11], General Problem Solver

[12], IDEAL problem solver [13], and Woods pro-

cess [14] emphasize the problem solver’s step-by-

step communication of the solution. Most of the

problem-solvingmodels proposed are general in the

sense that they decompose the process of problem-
solving into actionable phases, including but not

limited to, understanding the problem, planning a

solution, carrying out problem-solving, and reflect-

ing on the solution [11, 14–19]. These types of

* Accepted 2 June 2021. 1441

International Journal of Engineering Education Vol. 37, No. 5, pp. 1441–1453, 2021 0949-149X/91 $3.00+0.00
Printed in Great Britain # 2021 TEMPUS Publications.



frameworks are used to elicit well-structured solu-

tions from the student, which is an important aspect

of developing problem-solving. It should be noted,

however, that these problem-solving models were

not designed explicitly as assessment frameworks

for formative feedback delivery.
The second area of research literature related to

this work is assessment. It is well known that

assessment can serve not only for summative eva-

luation purposes, but also as a learning activity

through the way a problem is set, the way the

solution is structured, and alignment with other

aspects of the course [20]. Assessment thus becomes

not only an evaluation of current ability but rather
a continuous and aligned process that complements

the educational experience by correcting miscon-

ceptions and facilitating learning. This Assessment

for Learning approach benefits the student and

provides feedback to the instructor. Biggs’ con-

structive alignment framework [7] and Black and

Wiliam’s theoretical framework of formative

assessment [21] are established conceptual
frameworks in this domain. Aligned Assessment,

FormativeAssessment, LearningOutcomesAssess-

ment, and Competency-Based Assessment are

terms commonly associated with an Assessment

for Learning orientation. These conceptual frame-

works, and the associated concepts, maintain that

assessment needs to be aligned with the real-world

demands of a discipline rather than just its histor-
ical and theoretical underpinnings. For students,

problem-solving activities provided over the course

of the program become their practice field in pre-

paration for the profession [22]. General principles

for effective assessment include: maintaining con-

sistent and appropriate formative communication

between assessors and students [23], communicat-

ing in a manner that is purposeful and informative
[5], and providing feedback that can help in adjust-

ing learning gaps for both the task at hand and

those in the future [24].

Much of the present research in assessment focus

on validity and reliability considerations [25–27].

Common advice for improving assessment empha-

sizes either increasing grading scheme precision or

creating a more detailed list of criteria (i.e.,
increased granularity), often in the form of a

detailed feedback schema or rubric. In recent

work for example, Grigg and Benson proposed a

54-item feedback scheme to provide feedback on

well-structured engineering problems categorized

by tasks, errors, strategies, and accuracy [28]. The

list identified the conditions that need to be met for

the solution components to be deemed correct. This
obviously would yield very detailed feedback for a

student.

The literature also notes a need to distinguish

between candidates who do not know the disciplin-

ary knowledge but who can think critically, versus

candidates who know the subject but whose pro-

blem-solving approach is based on memory [10].

Tools (e.g., rubrics or problem-solvingmodels)may

place substantial value on the individual steps in the
solution, which is not necessarily an indicator of

overall fundamental understanding. Hull, for

example, presented a case study of two students

and showed that communication is not the main

predictor of expertise, but rather the attainment of

problem-solving skills [29]. The authors suggested

that assessment tools should utilize criteria that can

discriminate between performance levels based on
problem-solving skills.

There is also a body of work on the differences

between novice and expert problem solvers. In

physics, Chi qualitatively observed several differ-

ences between these types of problem solvers [30].

For example, novices seem to skip the step of

qualitatively addressing a problem before moving

forward with writing factual relationships and
carrying out calculations. In contrast, experts tend

to write ‘‘meta-statements’’ and comment on the

state of the problem in the solution [30, 31]. In

addition, experts utilize a forward solving strategy,

while novices seem tomove backward. Experts start

with the variables provided by the problem and

identification of the nature of the problem (e.g.,

conservation of energy) to deduce appropriate
equations to use to solve the problem. Novices,

however, tend to take a ‘‘trial-and-error’’ approach.

A new formative feedback instrument could look

for these characteristics to indicate expertise in

problem-solving while also supporting the develop-

ment of expert problem-solving skills such as these.

1.2 Gap and Focus of this Work

Engineering problem solving has been extensively

studied [18, 19] and assessment has been identified

as the weakest link in learning to problem solve [32].

A long history of research in grading and feedback

supports the need for improved assessment prac-

tices [2]. Most significantly, there is an identified

need for: systematic research in the field [33], design
of assessment instruments that enable a consistent

degree of formative feedback [34], and development

of assessment guides for assessors which effectively

communicate pedagogical expectations for forma-

tive feedback [6]. While there have been attempts to

create rubrics and other types of assessment tools

that follow problem-solving steps, there is an

opportunity to develop alternative tools that con-
structively align feedback on engineering problem-

solving skills and particularly make feedback more

‘‘apparent’’ and consistent.

The concept of ‘‘apparency’’ comes from human
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factors literature in industrial engineering [35]. It is

used to describe systems or interfaces where the logic

underlying the system is made apparent to the user

by the design of the system. In our work, the concept

of apparency is applied to feedback. Is the nature of

the errors in a problem solution apparent from the
feedback the assessor provides? We also examine

feedback speed, whether the schema changes the

speed of feedback delivery. By speed, we mean the

number of feedback pieces provided per evaluation

time spent for each solution. The design of the

schema thus focuses on supporting the work done

by assessors to mark papers in a way that enhances

apparency and constructive alignment.

2. Theoretical Perspective/Conceptual
Framework

To reimagine an assessment tool for supporting
formative feedback on engineering problem-solving

tasks, we started with existing theoretical frame-

works to inform the design. Assessment is essen-

tially an interaction that supports constructed

understanding through social negotiation: i.e., we

are taking a social constructivist perspective for the

design and use of assessment. This may be obvious

when we consider ideal feedback cycles, such as the
cycle proposed by Hewson and Little in medical

education, but it is also a useful approach in

engineering education contexts [36]. Consider how

each step in the assessment process can be viewed as

a social negotiation intended to support meaning-

making:

(a) Assessment of student learning begins with an

elicitation, which is the assignment of a task or
activity. The elicitation itself carries meaning as

to what the instructor values.

(b) The student performs the task and submits the

result to the instructor. This is a form of com-

munication back to the instructor. It is, in

essence, a question ‘‘do I understand correctly?’’

A well-developed elicitation and response

should demonstrate the student’s abilities with
respect to identified learning outcomes.

(c) The student’s work is graded, and feedback is

provided. The feedback should support the

development of meaning for the student,

regardless of the solution path they have

chosen.

(d) The student reflects on the feedback. This step

is often identified as weak or missing in the
cycle but is critical for the social negotiation of

concepts. This step can be improved by provid-

ing feedback that is directly linked to intended

outcomes.

Through the assessment cycle the student, and

assessor(s) are socially negotiating several ideas:

what concepts are important in this field of study,

the meaning of those concepts, how they are

correctly applied, what kinds of problem-solving

are valued, what value is put on the solving process

versus the right answer, and so on. In addition, in an
assessment that demonstrates constructive align-

ment with a course and program of study [7], the

feedback is aligned with broader curricular goals.

The assessment cycle itself can actually be viewed as

a mediating system with dynamic rules through

which the social negotiation takes place.

Marking schemes that use rubrics or line-by-line

identification of errors attempt to create a precise,
objective form of feedback to communicate to the

student areas of misunderstanding on each solu-

tion. However, by focusing on individual steps of

the solution, these forms of marking have two key

weaknesses; they do not easily account for alter-

native solution pathways, and they may lack trans-

ferable information related to problem-solving

competency. This can result in feedback that is
very specific to the particular problem that was

assigned (e.g., specific to a circuit analysis) rather

than communicating information about the stu-

dent’s transferable problem-solving skills. Any

new tool for formative assessment should support

an effective social negotiation cycle and particularly

provide actionable, transferable information to the

student about their problem-solving skills.

2.1 Tool Development

Inspired to achieve constructive alignment in the

assessment of engineering problem-solving skills,

we developed a new schema: the Constructive

Alignment Integrated Rating (CAIR) system. To

construct CAIR, we used a standard engineering
design process informed by the field of work

domain analysis. Work domain analysis investi-

gates the purpose and structure of a work domain

in which users operate [37]. The assessment mate-

rial, guides, and so on (e.g., problem sets, marking

scheme, etc.) collectively make up the work domain

in this case, and the assessors (i.e., Teaching Assis-

tants) are the users. The literature on assessment
suggests that descriptive (i.e., elaborative) feedback

is more valuable than basic corrective feedback,

which often takes the form of check-marks or cross-

marks with no explanation [34]. However, elabora-

tive feedback in the form of sentences or phrases

can be time-intensive. Analytic rubrics, although

rarely used in problem-solving assessments, offer

one example of a design that tries to address this
challenge. Our design attempts to combine the

efficiency of a rubric with the results of a work

domain analysis to create scheme designed for

transferable formative feedback delivery.
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To utilize criteria for evaluation and feedback

delivery that are common irrespective of the parti-

cular problem posed (e.g., a circuit problem or a

statics problem) we identify aspects of engineering

problem-solving that are common across disci-

plines. From the work in human factors, it has
been established that expert work, like engineering

problem-solving, has a hierarchical configuration.

This is referred to as a ‘‘why-what-how’’ or means-

ends process [38]. In the work by Rasmussen and

Vicente, this is referred to as levels of abstraction

[38], [39]. Levels can represent the same engineering

problem-solving activity, but from different unique

perspectives; essentially different abstractions of the
activity that all load onto the same construct (i.e.,

problem-solving ability). One level is not necessa-

rily more important or more valuable than another.

Together they create a deeper and more complete

view of problem-solving. Levels of abstraction can

help us to differentiate between student solutions

that have (or lack) critical thinking, a grasp of

engineering theory, and a grasp of mathematical
accuracy. Attempting to address needs reported in

the literature concerning critical thinkers versus

problem solvers who chiefly rely on memory [10],

we discriminate between the following levels of

error abstraction:

1. Goal: The masterplan, goal, and strategy of a
problem solution. This level provides the most

abstract view of problem-solving. Students

need to identify the overall goal of the problem,

and the resources available (i.e., a strategy as

opposed to specific steps). This level can be

understood as the purpose-related function

(key problem-solving components) students

execute to move from an ambiguous problem
to a solved solution. In a problem solution, it is

manifested by identification of the unknowns

and knowns as they appear throughout the

solution.

2. Theory: Engineering theories and principles

that govern the problem. This level provides a

theoretical view of the underlying engineering

conceptual model. This level focuses on the
engineering related principles that govern the

problem and can be understood in terms of

engineering-related formulas and associated

disciplinary standards (i.e., constraints and

assumptions).

3. Calculation: Computational techniques and

calculation work. This level is analogous to

the mechanical process of solving a problem.
It is an integral component of traditional grad-

ing practice; the mathematical and numerical

view of problem-solving which focuses entirely

on computational work accuracy. This third

level can thus be assessed through numbers,

mathematical procedures, and the condition of

results evident in the solution.

In addition, at each level, we can identify a
decomposition that allows the assessor to look for

markers that indicate expert problem solving

throughout the solution, not just at each step.

There are numerous ways to characterize a system

into levels of abstraction and decomposition. Work

domain analysis methodology suggests selecting the

levels based on the underlying needs of the work

domain. In this research, we approach the feedback
process as the work domain, with the need for high-

quality transferable feedback being the primary

goal. In studies on expertise, an emphasis is

placed on the attributes that distinguish between

novice and expert problem solvers [10, 30, 31, 40–

44]. Most commonly, expert problem solvers

demonstrate greater proficiency in identifying con-

ceptual knowledge (i.e., knowns and unknowns
involved), theoretical underpinnings of problems,

and the most relevant strategy for solving a pro-

blem. Novices, on the other hand, demonstrate an

irrelevant, incomplete, or inaccurate grasp of pro-

blem-solving and the nature of the problem they are

solving. These findings would suggest that novice

problem solvers are more likely to make ‘‘deep

errors’’; that is, errors that suggest a fundamental
misunderstanding of the problem and solution

space. Expert problem solvers, conversely, are

more likely to make no errors, or only ‘‘surface

errors’’; that is, errors that are superficial such as

minor calculation errors.

Building on this, the levels of decomposition

attempt to separate a lack of precision (i.e., a bit of

carelessness) in a problem solution from fundamen-
tal flaws in conceptual understanding manifested in

the problem solution. The proposed schema is

intended to distinguish a student’s depth of ability

from an artifact (solution) that is both deeply rooted

in context, that is the specifics of the particular

problem posed, and is often devoid of commentary,

that is the student will rarely explain their thinking

alongside their work. This is inherently imprecise, so
we chose three levels of abstraction and two levels of

decomposition rather than a more granular system.

A previous analysis of errors made by students on

problems of this kind demonstrated that the pro-

posed schema could capture all of the types of errors

commonly found on problem solutions [45]. We

realize that the criteria could be more detailed.

However, our proposed scheme is intended to iden-
tify the nature of problem-solving errors in engineer-

ing using the smallest number of error types for

simplicity. Any further granularity would suggest

that the instrument is more precise than it really is.
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2.2 Walk Through of CAIR

We are calling the instrument CAIR (constructive

alignment integrated rating) because it is intended

to achieve objectives of constructive alignment and

formative assessment. Putting the dimensions of the

abstraction hierarchy together with the decomposi-

tion levels we propose a two-dimensional matrix

form (see Fig. 1.). In traditional grading, every error
in a solutionmay receive a cross-mark and usually a

point deduction and/or a piece of elaborative feed-

back (e.g., ‘‘wrong equation’’) [45]. CAIR utilizes a

qualitative error classification system instead. The

work of assessors entails identifying the errors and

their type (i.e., surface or deep, and goal, theory, or

calculation). The performance rating is then deter-

mined by the error type(s) detected.
The rows represent the abstraction levels of goal,

theory, and calculation and the columns decom-

pose each abstraction level into deep and surface

type errors. To differentiate between CAIR items

efficiently, alphabetic symbols are used to represent

each cell (see Fig. 1). The alphabetic symbol repre-

sents the first letter of that error category; U is for

unknowns, and so on. ‘‘Unknowns’’, for example,
does not simply mean did the student find the

unknowns that are elicited in the problem statement

(i.e., the goal of the problem-solution), but rather

refers to the overall strategy used by the student to

reach the goal.

At the goal level of abstraction, assessors look for

the overall flow of problem-solving and ways in

which known variables are used and unknown
variables are derived. This level is the metacognitive

process view of a solution and examines whether the

trajectory of problem-solving presented is correct.

At this level, deep errors are related to incorrect

identification of unknown variables (goals of the

problem): did the student devise a trajectory toward

the correct goal? Or are there errors, (e.g., they

identified the wrong goal or solved for the wrong
thing)? Surface errors are related to incorrect iden-

tification of known variables (typically provided in

the problem). At the theory level of abstraction,

assessors look for errors in the use of engineering

models and principles that govern the problem and

associated disciplinary standards. At this level, deep

errors are related to incorrect grasp of engineering

models, while surface errors are related to incorrect
identification of disciplinary standards and con-

straints within a given engineering framework.

For example, if a student draws an incorrect free

body diagram, this demonstrates a lack of under-

standing of the theoretical framework. While if the

student finds the force of a mass by using the wrong

units (e.g., mass in grams rather than kg), it would

be a lack of understanding of disciplinary stan-
dards. At the calculation level of abstraction, asses-

sors examine the quality of the computations in the

solution. The deep aspect of computation is related

to the appropriateness of the approach adopted

(e.g., integration when there should be differentia-

tion or incorrect integration) while surface errors

would be purely arithmetic.

The novelty of the CAIR schema is that it can be
used to explicitly identify the type and depth of each

error. In traditional grading, this is often implied

through the point deductions (e.g., 1 point off for an

arithmetic error, and 5 off for a wrong equation),
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but is not explicitly communicated to the student.

As shown in Fig. 1, each level of abstraction

contains a performance rating scale: fails expecta-

tions to exceeds expectations. This performance

rating can be based on the number and type of

errors (deep and surface) identified at the abstrac-
tion level using a formulaic approach: no errors

should receive an ‘‘exceeds expectations’’ evalua-

tion, surface errors only should be ‘‘meets expecta-

tions’’, etc. The performance rating at each

abstraction level works to translate specific errors

on the problem solution into transferable informa-

tion about problem-solving competency.

This approach is less concerned with providing
precise grading (i.e., putting an X next to every

error), but rather potentially offers apparency

about the value that an instructor is placing on

various aspects of problem-solving. An example of

how a student solution would be graded using

conventional marking and CAIR is shown in

Appendix A. The alphabetic symbols (U, K, T, D,

C, and A) can be used alongside conventional
grading to tag each error, communicate the type

of error and support the weight of the associated

point deduction. In addition, it can be used as a

rubric to indicate to the student the overall quality

of their work at each abstraction level: for example,

are they failing, below, meeting, or exceeding

expectations in their calculation quality or applica-

tion of theory?

3. Methods for Testing

Amarking schema that supports apparency should
result in an increase in descriptive, and a decrease in

corrective, feedback given by the assessors. The

purpose of this research is to examine whether the

proposed formative feedback framework (CAIR)

supports apparency and reduces speed in feedback

delivery when compared to conventional marking.

In addition to apparency, a more consistent tool

should maintain the volume and pace of feedback
provided by the assessors.

3.1 Setting and Participants

Before conducting the study, a research protocol

was approved by the Research Ethics Board (ID:

35223 and 37507). To test the performance of

assessors using CAIR and conventional marking,

three-part counterbalanced evaluation sessions

were conducted using groups of electrical engineers.

There was a total of 33 participants. The population
of interest for this research study is Electrical

Engineering (EE) students who qualify to be teach-

ing assistants. The participants evaluated test items

from 3 courses in the EE program. Participants

were screened and only those eligible to serve as

Teaching Assistants for the courses used in this

study were selected to participate.

In each of the three parts of the session, each

assessor was given a package of material. Each

package contained one engineering problem, an

associated ideal solution, and four ungraded stu-
dent solutions to the problem. When grading each

problem solution, the assessors were asked to

record their start time and finish time. The material

contained problems from actual electrical engineer-

ing exams and actual ungraded student solutions

that were collected from a course. When using a

conventional marking approach assessors were also

provided with a grading scheme set by the instruc-
tor that consisted of notations on an ideal solution

indicating point values for each step. The assessors

marked 3 packages, 1 in each part of the trial, using

either the CAIR feedback framework or using the

conventional method for each part. The order was

semi-randomized: Each assessor was randomly

assigned to CAIR or conventional grading for

part 1, then required to use the other method for
part 2. They were again randomly assigned to one

of the two tools in part 3. The data gathered in part

3 are used for confirmatory purposes.

3.2 Data Collection

After signing the consent form and prior TA

experience questionnaire, training was provided
by the session moderator (first author) on how to

use each tool. Assessors were explicitly asked to

provide elaborating feedback for every error

regardless of the marking approach. Assessors

were given 30 minutes to complete each part.

Immediately after completion of each part, asses-

sors were given 5 minutes to complete a survey

about their experience followed by a short break.
In the survey, assessors reflected on the usability of

the approach and strategies they adopted. The

surveys used in this study adapted items from the

Standard Usability Survey (SUS) and The NASA

Task Load Index (NASA-TLX) instruments for

usability [46, 47]. The SUS is a 10-item survey

that is intended to collect usability perceptions

(e.g., ease of use, confidence in use) on a 5-point
scale ranging from strongly disagree to strongly

agree. The NASA-TLX is a 5-item survey intended

to measure mental workload (e.g., performance,

frustration level) [46, 47]. At the end of the third

part the same survey was provided, and assessors

were asked to reflect on their overall experience with

each grading approach. All tasks were carried out

by each participant individually.
Each part contained one electrical engineering

(EE) problem selected from either: EE1 (a first-year

circuits course), EE2 (another first-year circuits

course), or EE3 (a second-year electromagnetics
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course). Problems from the circuits courses (EE1

and EE2) covered concepts such as expression of

induced current, mesh and nodal analysis, low/high

pass filters, capacitance and inductance, phasors,

and power calculations. For EE3, topics covered

were dielectric materials, conduction/displacement
current, incident magnetic field, and self/mutual

inductances. The total marks for each problem

ranged from 5 to 10 out of 100 on the exam from

which the problems were drawn.

3.3 Data Analysis

The feedback given by the assessors on the student

solutions was coded using a classification system
[45]. Each piece of feedback was categorized as

descriptive or corrective. Descriptive feedback is

textual notations on a student solution. This

included a note or phrase related to a marking

scheme (i.e., tagging) or simply a description related

to the nature of the error (i.e., elaborating). Cor-

rective feedback is symbolic notations on a student

solution, such as a check-mark (i.e., validating),
cross-mark (i.e., flagging), or grade deduction (i.e.,

penalizing). Descriptive feedback has higher appa-

rency than corrective feedback because it describes,

or indicates, the nature of the error, and corrective

feedback does not.

Utilizing this coding framework our goal was to

compare CAIR to conventional marking on:

(1) Apparency

(a) Relative descriptive ratio: the number of

descriptive feedback instances divided by

the total number of feedback instances on
each solution.

(2) Pace of Feedback

(a) Speed of feedback delivery is measured as

the number of feedback instances divided

by the time spent per solution.

(b) Variability in the quantity of feedback

provided; measured by Interquartile

Range (IQR) across solutions.
(3) Usability: Self-reported ratings of the assessor

experience.

In addition to having access to the ungraded

student solutions in these three electrical engineer-

ing courses, we also had access to the same student

solutions after they had been graded during the

term by the teaching assistants in the respective

courses. This allowed us to examine the summative

evaluation and compare the grades that were given

to the students with the grading done during our
trials. We ran a validation and inter-rater consis-

tency check on the feedback the participants pro-

vided to determine whether the framework

appropriately differentiates the quality of engineer-

ing problem solvers and whether the inter-rater

reliability of the framework falls within the accep-

table range reported in the literature.

4. Results

The participants had a range of experience levels

typical of teaching assistants at this institution: 27%

indicated a high level of experience (more than two

years), 20% average (one to two year), 23% low (less

than a year), and 30% had no previous TA experi-

ence. Three participants did not submit the pre-

liminary TA experience questionnaire but had a

background (e.g., senior electrical engineering stu-
dents or graduate students) necessary to qualify

them to take part in the study.

Overall, CAIR was used to mark 208 student

solutions and conventional gradingwas used on 188

student solutions. The difference between these

numbers is because assessors were randomly

assigned to either CAIR or conventional grading

for part 3 of each session. Across the 208 solutions
marked using the CAIR instrument, there were a

total of 772 coded feedback instances resulting in

approximately 4 pieces of feedback per solution on

average. In contrast, conventional marking pro-

duced 932 feedback instances resulting in approxi-

mately 5 pieces of feedback per solution on average.

However, although conventional grading produced

more feedback in absolute terms than CAIR, the
nature of the feedback was quite different. As might

be expected, CAIR produced more tagging feed-

back because assessors used the CAIR categories to

tag errors as a way of providing more information

about the nature of each error. Tagging was the

most common type of feedback used, with 385 out

of 772 instances or 50% of the feedback in this

category, followed by validating (30%) and elabor-
ating (8.8%).

Thus, the total descriptive instances (tagging plus

elaborating) using CAIR constituted approxi-

mately 59% of the feedback. In contrast, conven-

tional marking resulted in nearly equal amounts of

penalizing (32%), validating (29%), and elaborating

(27%) feedback, and very little tagging (3.0%).

From these data, it can be seen that CAIRproduced
more than double the amount of descriptive feed-

back per solution, on average. Feedback using

conventional grading was largely penalizing or

validating (i.e., corrective) without providing addi-

tional information regarding the nature of the

errors. Both approaches to marking resulted in

very few instances of flagging (i.e., cross-marks),

possibly because assessors felt that a point deduc-
tion (i.e., penalizing) or tagging the error was

sufficient to draw the student’s attention to where

the error occurred in the solution.

A summary of the feedback that assessors gave in
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the first two parts of each trial is shown in Fig. 2.

Focusing on the first two parts of the sessions is

useful because there is an equal number of solutions
marked using each method which allows a visual

comparison. As Fig. 2 shows, and as was noted

already, conventional marking results in more feed-

back in general, but a lower quantity of descriptive

feedback (i.e., tagging plus elaborating). It is inter-

esting to note that both methods elicited approxi-

mately the same number of flagging and validating

feedback instances. The difference in the results is
largely because of a difference in assessor behavior

related to tagging, elaborating, and penalizing.

When using the CAIR instrument assessors seem

to replace penalizing and elaborating with tagging.

This may be a natural result of using a rubric like

schema. However, it appears that the CAIR cate-

gories are well aligned with assessor needs, because

otherwise, we might have seen the same or more
elaborating feedback instances to complement the

tagging.

A summary of the counts based on the quantity

of feedback per solution is shown in Table 1. All

solutions used in this study had at least one feed-

back notation, butmany of the solutions quite good

(i.e., received a passing grade from the course TA).

As the table shows, the percentage of solutions that

received no descriptive feedback using conventional

grading was almost the same as when CAIR was

used (27% and 24%). The major difference was in
the amount of corrective feedback. Using CAIR

more solutions received no corrective feedback.

However, the number of solutions receiving three

or more descriptive feedback notations per solution

doubled when CAIR was used. The number of

solutions receiving two or fewer descriptive feed-

back notations was almost the same between the

two tools.
We calculated the percentage of feedback on each

solution that is descriptive by adding elaborating

and tagging notations dividing by the total number

of pieces of feedback on each solution. The number

of solutions where more than 50% of the feedback

was descriptive are shown in Table 2. These results

further support the conclusion that a larger pool of

solutions (79 out of 118 that received some feed-
back) received more descriptive than corrective

feedback per solution with CAIR. While conven-

tional grading yielded a preponderance of correc-

tive feedback (73 out of 119 that received feedback).

The findings from a non-parametric analysis of

the data revealed that CAIR significantly enhanced

the apparency of the feedback (proportion of

descriptive feedback) across solutions having vary-
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Fig. 2. Summary of total feedback quantity over parts 1 to 2 for CAIR and conventional marking (CONV).

Table 1. Solution counts based on feedback frequency. (CONV is conventional marking)

Number of pieces of feedback: 0 1 2 3 4 5 or more Total # of
solutions

CAIR Descriptive 32 (24%) 19 (14%) 29 (22%) 27 (20%) 10 (8%) 15 (11%) 132 (100%)

Corrective 70 (53%) 16 (12%) 13 (10%) 10 (8%) 8 (6%) 15 (11%) 132 (100%)

CONV Descriptive 35 (27%) 38 (29%) 29 (22%) 19 (14%) 7 (5%) 4 (3%) 132 (100%)

Corrective 20 (15%) 18 (14%) 16 (12%) 22 (17%) 24 (18%) 32 (24%) 132 (100%)



ing quality and time spent on evaluation (p<0.001,

effect size = 0.46). CAIR also significantly increased

the amount of time spent on marking (p<0.001,

effect size = 0.60). This is illustrated in Fig. 3 (a) and
(b). In addition to looking at the types of feedback

assessors provided, we also examined the usability

of each approach using surveys and the speed of

marking. In terms of usability, conventional grad-

ing had a significantly higher SUS usability score

(p<0.001, effect size = 0.73) than CAIR, see Fig. 3

(c). Based on the NASA-TLX scores, CAIR is more

taxing both mentally and physically than conven-
tional grading. This might, in part, be due to the

introduction of a new approach to marking. How-

ever, it is a finding that will need to be taken into

account if we develop this schema further. Time

spent marking each solution was not significantly

different for the two approaches. However, CAIR

significantly decreased the total marking speed
(number of feedback notations provided for time

spent evaluating each problem solution) across

solutions as compared to conventional grading

(p<0.001, effect size = 0.60).

In addition to the comparative analysis of CAIR

versus conventional grading, we also examined

whether CAIR supports summative evaluation.

This was assessed by comparing the feedback
provided using CAIR with the grade that the

student solution received from the actual Teaching

Assistant (TA) in the course where the paper was
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Table 2. Solution counts based on relative descriptive ratio value. (CONV is Conventional marking)

Relative descriptive feedback ratio �50% <50% and >0%
None (both descriptive
and corrective are 0) Total

CAIR number of solutions 79 (60%) 39 (29%) 14 (11%) 132 (100%)

CONV number of solutions 46 (35%) 73 (55%) 13 (10%) 132 (100%)

(a) (b)

(c)

Fig. 3. Comparison tests of (a) Relative Descriptive Ratio, (b) Feedback Speed, (c) SUS aggregate usability score for CAIR versus
conventional marking based on the data collected from parts 1 and 2 combined shows significant differences in the means.



marked during the semester. Based on the literature

[10], we hypothesized that:

(1) Failing solutions have more error types

(2) Failing solutions have more deep errors as

compared to surface errors

(3) Failing solutions have more errors at the goal
and theory levels of abstraction

The tagging (i.e., U, K, T, D, C, and A) used by

the assessors during theCAIRparts of the trials was
used to identify the types of errors present. We did

not count the frequency of each tag on an individual

solution, but rather whether a particular tag was

present, or not. Using the grading done by the

course TAs during the semester as a frame of

reference, student solutions were divided into two

groups: passing (> = 50%) and failing (< 50%). For

each solution, we identified which of the six CAIR
error categories was identified by the assessors

during the research trials.

After removing solutions with no error tags, a

total of 55 instances of failing solutions and 135

instances of passing solutions were used in the

following analysis. The feedback provided via

CAIR for passing and failing solutions overall

(Total) and across levels of decomposition (Deep,
Surface) and abstraction (goal, theory, calculation)

is summarized in Table 3. The results show the

alignment between the grade given by the course

TAs and the tagging done via the CAIR instrument.

The assessors in our testing gave failing solutions a

significantly higher number of CAIR error-tag

types (115 error types on 55 solutions) than passing

solutions (193 error types on 135 solutions). This
difference is significant (p<0.001). The failing solu-

tions were given more deep level error tags, as well

as theory and goal level error tags compared to the

passing solutions (p<0.001). The surface and cal-

culation levels, however, were not significantly

different between failing and passing solutions (p

= 0.57 and p = 0.66 respectively).

5. Discussion

A group of 33 assessors tested CAIR versus con-

ventional grading using a large collection of

electrical engineering problem-solving student solu-

tions. The findings revealed that using CAIR sig-

nificantly reduced the quantity of corrective

feedback and significantly increased the quantity

of descriptive feedback as compared to conven-
tional grading. Further, the relative ratio of descrip-

tive to total (descriptive plus corrective) feedback

provided per solution increased significantly when

assessors used CAIR. The results suggest that

CAIR increases the apparency of the feedback

provided by assessors relative to conventional

marking. While the amount of time spent marking

with each tool is approximately the same, assessors
self-reported that conventional grading is more

usable (based on SUS score) and less demanding

on some aspects of mental workload (based on

NASA-TLX item ratings).

Although the assessors using CAIR were given

an ideal solution, but not a grading scheme, further

analysis verified that the CAIR tagging convention

enables differentiation between solution quality, as
suggested by some researchers [30]. CAIR appro-

priately identified that failing solutions have a

significantly higher total number of error types.

Further, deep errors, which represent a lack of

understanding of the fundamentals, were generally

present in failing solutions. Failing solutions also

had a significantly higher quantity of errors at the

goal and theory levels of abstraction as compared to
passing solutions. These results suggest that CAIR

has content validity as an assessment instrument.

Overall, the instrument tested in this work can help

alleviate some of the gaps reported in formative

assessment. In addition, the coding approach we

used can be repurposed for systematic research in

the field, specifically the type and quantity of feed-

back provided by assessors with different levels of
experience on student solutions across different

problem-solving activities [48].

The CAIR design can support the delivery of

feedback that is formative, consistent, and better

representative of learning outcomes [6, 34, 49]

related to the engineering problem-solving process.

The point of CAIR is not to produce a mark on a

student’s solution per se, but primarily to support
meaning-making: that is, the meaning a student

constructs about their problem-solving strengths

and weaknesses based on the feedback. In addition,

because this same tool can be used in a wide variety

of engineering problem-solving courses, students
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Table 3. Feedback identified in fails and passing solutions.

Fail, n = 55 Pass, n = 135

Deep Surface Total Deep Surface Total

Goal 15 10 25 (22%) 11 15 26 (13%)

Theory 43 10 53 (46%) 55 31 86 (45%)

Calculation 17 20 37 (32%) 38 43 81 (42%)

Total 75 (65%) 40 (35%) 115 (100%) 104 (54%) 89 (46%) 193 (100%)



could receive cohesive feedback across their courses

thus aiding in constructive alignment [7]. However,

to demonstrate this would require testing the

schema with students.

The use of a tool, such as CAIR, focuses the

assessor on the importance of providing feedback
as the primary purpose of marking. Then the

subsequent process of assigning a numerical grade

becomes procedural and could even be automated

which, in turn, could reduce assessor workload. An

instructor could assign weights to the abstraction

and decomposition levels to assist in assigning a

numerical grade. In addition, using CAIR or a

similar instrument supports the evaluation ofmulti-
ple alternative solution pathways. It eliminates the

need for an instructor to create consistent grading

schemes for every possible solution path.

To fully develop this approach, more testing

needs to be done of the CAIR instrument. In this

study, only foundational Electrical Engineering

courses were used. To investigate whether the

schema has a more universal application it would
need to be tested in a wider range of courses and

with students. It is also clear from the results that

there are some usability challenges with the use of

CAIR. The next iteration of this design should try

to account for these issues, possibly by creating a

digital form that reduces the mental load for the

assessor. However, it may be that asking assessors

to provide more useful feedback is inherently more
taxing, but, from a formative feedback perspective,

well worth the effort.

6. Conclusion

In this design-based research, we proposed a novel

tool, CAIR, to enhance the quality of formative

feedback on engineering problem-solving tasks.

The design of CAIR was inspired by human factors

and cognitive engineering concepts (i.e., Work

domain Analysis, Abstraction Decomposition
space). We tested the performance of assessors

when using the proposed CAIR tool relative to

conventional grading practice (i.e., grading

scheme) on the evaluation of closed-ended electrical

engineering problem-solving tasks. The results of

the within measures (n = 33) counter-balanced

randomized evaluation sessions reveal that CAIR

significantly improves the relative ratio of descrip-
tive feedback across solutions having varying qual-

ity and time spent on evaluation. In contrast,

conventional grading had a significantly higher

SUS usability score. In this work, we built on the

ideas of Biggs and others in the field of Constructive

Alignment, who identified that assessment and

feedback are most effective when they are aligned

with the intended learning outcomes for the course,
and program of study. While CAIR appears to

achieve the primary objectives of formative assess-

ment and apparency, its usability still needs to be

improved. A next step could be the design of a

digital interface based on the findings here to

improve further the evaluation experience for asses-

sors and test the effectiveness of this feedback with

students.
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Appendix A. Sample problem solution graded using conventional marking and CAIR.

Ideal solution with conventional marking scheme:

Mesh 1 and 2 form a super mesh

Mesh 2 and 3 form a super mesh

Applying KVL to the larger super mesh

2i1 + 4i3 + 8(i3-i4) + 4i2 = 0 [V]

i1+2i2+6i3-4i4 = 0 [V] [1 mark]

For independent current source, apply KCL to node p

i2 = i1+5 [A] [1 mark]

For dependent current source, apply KCL to node Q

i2 = i3+3 i0 [A]

i0 = - i4
i2 = i3 - 3i4 [A] [1 mark]

Applying KVL in mesh 4

2 i4 + 8(i4 – i3) + 10 = 0 [V] [1 mark]

5 i4 - 4 i3 = -5 [V]

i1 = -10 [A]

i2 = -5 [A]

i3 = 40/7 = 5.7 [A]

i4 = 25/7 = 3.5 [A] = - i0 [1 mark]

Assessment of a sample student solution

� Conventional marking using a numerical grading scheme shown in [square brackets]

� CAIR feedback is shown in {parentheses} using the tagging codes U, K, T, D, C or A

� An example of the elaboration that could be added is shown in black

2i1 + 4i3 + 8(i3- i4) + 6i2 = 0

i1 + 3i3 + 6i3 - 4i4 = 0 [-1/2 mark] {A} Arithmetic error in simplifying first equation

i3 = 3i0
i1 = 5 [-1 mark] {T} Missing fundamental understanding of writing constraint

equations when there are power sources (e.g., current or voltage) in a

branch

i0 = - i4
2i4 + 8(i4- i3) + 10 = 0

5i4 – 4i3 = -5

5(-i0) – 4(3i0) = -5

17 i0 = 5

i0 = 0.29 [-1/2 mark] {D} Units missing

Total mark: 3/5

Grade on the same sample student solution via CAIR:


