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Big data analytics has grown as a valuable tool for professionals from different fields to get insights from large volumes of

data and make data-driven decisions. Given this, engineering students need access to learning environments that support

learning data analytics. These activities should teach students the skills to assess data, design high-quality questions,

perform data analysis, and provide recommendations in a manner that is aligned with client needs. To this end, we

developed and implemented the data analytics activity called ‘‘The Bike-share problem’’ for a First-Year Engineering

(FYE) design and modeling course. To analyze the students’ ideation of questions and recommendations when working

on the activity, our summarized research question is:What are the characteristics of FYE students’ proposed questions and

recommendations for a client as part of their data analytics project? We analyzed questions and recommendations from

teams’ final reports using qualitative content analysis. Our findings show that the students’ questions ranged from

superficial treatments of the data that required simple analyses to deep explorations of the problem that required more

complex analyses. For the recommendations, we found that model responses include considerable detail, support with

data, and justification based on the client needs. While both the questions and the recommendations were important

separately, we also found differences among teams’ ability to align their recommendations to the client with the actual

questions they were trying to answer. The differences in student responses to the activity can havemany explanations as to

the cause; however, we have evidence that perhaps scaffolding in theway the activity is posed and teamdynamicsmay have

affected how students responded to the activity. Finally, we provide some effective practices that interested readers may

implement to design analytics activities that promote students’ ideation.
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1. Introduction

Big data analytics has grown as a useful tool for

professionals from different fields to get insights

from large volumes of data and make data-driven

decisions. From improving customers’ service to
optimizing energy distribution in electric grids,

analytics represents a new world of opportunities

for engineers. For this study, analytics is seen as an

approach to support a data-driven process of dis-

covery that includes activities such as framing an

analytic problem, developing a model, and imple-

menting action plans for companies [1]. Consider-

ing the relevance of big data analytics, engineering

faculty need to design learning environments that

allow students to develop the knowledge, skills, and

abilities to perform analytics.

Analytics is more than getting a big data set and

running statistical models. It requires the statistical

and technical knowledge to make sense of the data
and the intuition and creativity to identify problems

and recognize meaningful insights for a client [2].

Specifically, there are two critical tasks in analytics:

design high-quality questions that guide the data

analysis and provide recommendations in amanner

that is aligned with client needs. Although design-

ing questions and making recommendations are

essential tasks for the success of analytics, there is
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a lack of research about how to teach them or how

students learn them. To this end, we developed and

tested the data analytics activity called ‘‘The Bike-

Share Problem’’ for an FYE design and modeling

course. Based on the students reports, we

performed this study as a first attempt to better
understand the engineering thinking of first-year

engineering (FYE) students when performing

analytics. Specifically, we used the theoretical

approach of ideation from Shah and colleagues [3]

to analyze how the engineering students’ ideation

(quantity, variety, novelty, and quality) manifests

when asking questions based on a large data set and

when making recommendations for a client based
on statistical findings. Elucidating these points

contributes to fostering our understanding of learn-

ing analytics and ideation, which will help engineer-

ing faculty and curriculum developers design better

learning environments. The specific research ques-

tions guiding this inquiry include:

What are the characteristics (quantity, variety,

novelty, and quality) of first-year engineering

students’ proposed questions for data analytics?

What are the characteristics (quantity, variety,

novelty, and quality) of first-year engineering

students’ recommendations for a client as part of

their data analytics project?

2. Background Literature

Big data analytics was developed to improve busi-

ness by making decisions based on large data sets.

From the pioneering work of Davenport and col-

leagues [4] about analytics in companies, big data

analytics has grown to include applications in fields

such as finance (e.g., [5]), logistics (e.g., [6]), health-
care (e.g., [7]), online education (e.g., [8]), and

engineering (e.g., [9]). At the same time that analy-

tics was introduced inmany fields, its definition also

took many shapes [10–12]. However, all of them

seem to agree that analytics implies a decision-

making process, collecting big data sets, and using

technology to make sense of data and get mean-

ingful insights [11, 12].
Big data analytical methods are operationalized

using the Data Analytics Lifecycle (DAL) as a

framework. The DAL typically involves framing a

problem, exploring a big data set, developing a

model to get insights, and operationalizing the

insights into recommendations for the client [1,

13]. Analytics teams utilize the DAL to get mean-

ingful insights from a big data set.When a company
acquires a big data set, analytic teams need to

explore and understand it to determine the utility

of the information. Namely, based on their initial

understanding of the data and their previous

knowledge, the team frames a problem that will

be addressed through analytics. They scope the

problem into a question that will determine the

analytics process. Guided by this question, the

team analyzes the data and generates models to

get insights about the problem. Finally, they pre-
sent these insights to the client and operationalize

them through recommendations for the company.

The DAL activities do not represent a sequence of

steps; instead, they are actions that may happen

simultaneously and iteratively throughout the pro-

cess of analytics [1]. This constant iteration and

simultaneousness convey many cognitive complex-

ities for novices to master analytics, which we
explain below.

2.1 Students’ Learning of Analytics

The chaotic nature of analytics represents several

challenges for learners to grasp. Analyzing big data

sets requires analytics teams to apply the knowledge

and characteristic cognition related to statistics.
Namely, they apply descriptive and inferential

statistics to analyze the data [9] and the five ele-

ments of statistical thinking identified by Wild and

Pfannkuch [16]: (1) using data, (2) requiring con-

textual knowledge about the data, (3) attention to

variation, (4) using modeling tools, and (5) oppor-

tunities to discover new things about the data when

it is represented differently. Previous research has
identified how younger and older students struggle

to apply this statistical knowledge and develop this

statistical thinking [17–19]. They identified how

students struggled to define clear questions which

relate data with the context of analytics and, over-

all, a need formore integration of statistics in theK-

16 curricula.

Analytics is more than technical statistical
knowledge and thinking, it requires engineering

design thinking and creativity. Analytics and engi-

neering design share similar thinking processes. For

example, Nelson (2018) compared analytics with

design thinking and suggested that analytic teams

applied convergent and divergent thinking to iden-

tify a problem, make sense of the data, and recog-

nize meaningful insights. Furthermore, Rachel
Woods (2019) urged for a design thinking mindset

when performing data science. She argued that

analytics scientists needed to perform tasks like

problem framing in a similar way to designers.

Consequently, students doing analytics may experi-

ence similar challenges to those identified in engi-

neering design thinking. For example, students may

jump into solving a problem without deeply fram-
ing it [18, 19], struggle to ask valuable questions that

lead the analytics process [20, 21], struggle to

contextualize their design knowledge [22, 23], or

experience fixation on one design solution or one
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section of the data set [14, 24]. Additionally, learn-

ing both engineering design and data analytics

require students to work in teams tomake decisions

and be able to use varied methods, such as sketch-

ing, to communicate their ideas [25]. Students must

learn to balance the social and leadership aspects of
teamwork, as well as balance the creativity of the

team members [29–31].

Analytics teams engage in creative thinking as a

cognitive skill to look at the data in novel ways and

get meaningful insights for the client. Creativity is a

complex phenomenon that depends on people’s

brain, cognition, personality, social environment,

and culture [29]. For this study, we scope creativity
at the level of creative cognition, which includes

processes such as ideation, divergent thinking, con-

ceptual combination, restructuring, visual synth-

esis, and visualization [33–37]. Mainly, we are

interested in how students’ ideation manifests

when performing data analytics. According to

Reid and Moriarty, ‘‘ideation is the formation of

ideas and involves the conception of original
thoughts’’ [38, p. 119]. Ideation has been analyzed

in different contexts such as mathematical problem

solving (see [35]), however, it is still unexplored in

data analytics. In analytics, teams generate ideas

and original thoughts by looking at the data from

novel perspectives, which may lead to innovative

recommendations for the client [2, 13].

2.2 Ideation in Analytics

The role of people’s ideation in analytics has not

been fully explored. Some recent efforts have been

made to understand the relationship between avail-

able data and the generation of ideas. Chen and

colleagues [39] proposed an artificial intelligence

model that helps the user to get inspired during
product design. Namely, they studied how partici-

pants used this model to get semantic networks and

images as cues to promote the participants’ ideation

of a new spoon. These semantic and visual stimuli

seemed to enhance the quantity, variety, and

novelty of their ideas. In addition, some research

has been done about teaching data analytics to

promote innovation, which is strongly related to
ideation. Dinter et al. [40] organized a morphologi-

cal box (i.e., a tool to organize information) that

described the solution space and parameters for

teaching data-driven innovation. Instructors may

use this box to design analytics’ assignments that

promote innovation by reflecting on the appropri-

ate teaching method according to the course setting

and content.
Coming up with ideas to design good questions

and make meaningful recommendations are vital

tasks for the success of the analytics process. This

study focuses on two essential tasks to perform big

data analytics where ideation is especially relevant:

(1) designing good questions that determine the

analytics process and (2) making recommendations

for the client based on the data analysis. These two

tasks require the analytics team to use technical

knowledge, intuition, and creativity [2, 13]. On the
one hand, teams start performing analytics by

defining a problem and designing a question that

will lead the rest of the process. Designing a good

question is fundamental to producing innovative

results from analytics [1, 13]. However, this is not an

easy thinking process. For example, Eris (2004)

identified several complexities related to asking

good questions in engineering design. She related
the quality of designers’ questions with their deci-

sion-making, problem-solving, and creativity over-

all. On the other hand, analytics’ teams need to

develop ideas about recommendations for the client

based on their statistical findings, which requires

their creativity and experience to match them with

the company goals [36, 37]. We need to prepare the

future professionals with the abilities to ask mean-
ingful questions and recommendations to perform

data analytics.

3. Theoretical Framework

The theoretical framework that guides this study is

based on the Data Analytics Lifecycle (DAL) of
Nelson [1] and the Shah and colleagues’ [3] theore-

tical approach to ideation. Nelson [1] recognizes

analytics as a comprehensive strategy to support a

data-driven process of discovery. He describes this

strategy in terms of the Data Analytics Lifecycle

(Fig. 1). The overall DAL is split into four practices:

frame a problem, understand and explore the data,

develop a model, and interpret, explain and activate

the results. These four practices are further divided

into six tasks: define the problem, identify, explore,

and analyze the data, present the results, and oper-

ationalize the results. For this study, the FYE

students were engaged in all these tasks of the

DAL. However, instead of operationalizing the

results, which is outside of the scope of the students’

activity, they made recommendations for the client
based on their data analysis.

The second part of our theoretical framework is

the ideation model proposed by Shah and collea-

gues [3]. Shah proposes to measure students’ idea-

tion during engineering design activities based on

four elements: novelty, variety, quality, and quan-

tity [38, 39]. Novelty denotes how much the design

space is expanded. Variety refers to how good the
design space is explored.Quality states how feasible

the idea is based on pre-established criteria. Quan-

tity focuses on how many ideas are generated by a

person or a team. In contrast to the initial purpose
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of measuring ideation in engineering design, we will

use these four elements to characterize the students’

ideation when performing big data analytics. Spe-

cifically, we explore the students’ ideation of ques-
tions that determine the data analysis process and

recommendations for a client based on students’

statistical analysis. The Data Analysis Plan section

will describe how we characterize the four elements

of ideation in analytics.

4. Research Design and Methods

4.1 Approach

We used a Qualitative Content Analysis (QCA)

approach to characterize the questions students
generate when framing an analytics problem and

the students’ recommendations to improve the

client’s enterprise. QCA is a ‘‘research technique

for making replicable and valid inferences from

texts (or other meaningful matter) to the context

of their use’’ [44, p. 18]. This technique is character-

ized by the systematic coding and categorization of

large amounts of information to identify patterns
and frequencies of the employed words [45–47].

Consequently, QCA allowed us to code and cate-

gorize the students’ questions and recommenda-

tions to recognize their quality, quantity,

variability, and novelty. The present research

expands on a previously published work about

data analytics’ learning [14], including additional

data and significantly more results and discussion.
The following sections describe the study’s context,

participants, data collection, and analysis. Finally,

it presents the applied strategies to promote trust-

worthiness and the research’s limitations.

4.2 Context and Participants

This study was carried out in a large, public,

research university located in the Midwest region

of the United States. It has a total enrollment of

around 31,000 undergraduate students; 43% are

female, and 24% are Black, Latinx, and Indigenous

domestic students. Of those 31,000, 2,306 students

enrolled in FYE; 26% were female, 10% were from

traditionally underrepresented minority groups,
and 16% were international students. The study’s

participants were 95 FYE students whowere part of

a learning community focused on data science in

Fall 2019. As a cohort, they took FYE courses and

weekly seminars about data science. The students

engaged in data analytics, modeling, and engineer-

ing design problems as part of their introductory

engineering class. The class was guided by an
instructor with more than 10 years of experience

teaching modeling in engineering and supported by

a Ph.D. graduate teaching assistant. The graduate

teaching assistant in collaboration with four under-

graduate teaching assistants provided feedback

during the class time. This study focused on a

data analytics problem called ‘‘The bike-share pro-

blem,’’ which is described below.

4.2.1 The Bike-share Problem

The class instructor and the research team devel-

oped the data analytics activity called ‘‘The Bike-

share problem’’ for an FYE design and modeling

course and implemented it in 19 sections through-

out two years. For this study, we used the final

version of the activity. This is a data analytics

project where students need to analyze user-beha-
vior data from the company CoGo Bike Share to

help improve its bicycle-sharing enterprise. These

data are freely available through a public internet

sharing source. For the course, the 95 students were

split into 24 teams of three or four students to work

on many aspects of the course, including the bike-

share problem. The problem statement was intro-

duced to the students during the first week of the
course when they downloaded the data from the

company’s website (12 Excel files with around 6.3

Mb of information in total). The dataset contained

14 columns of information about users’ behavior
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that included both numerical (i.e., trip’s id and

duration; bike id; users’ age) and categorical vari-

ables (i.e., ride’s start and end stations; rides’ start

and end date and time; user’s gender and type).

After downloading the data and during the next

seven classes, the teams learned basic statistics
(descriptive analysis, data visualization, probabil-

ity, and regression) and applied it to explore the

CoGo Bike Share data using Excel. By the ninth

class, the students had to individually propose

questions based on their initial data exploration

and then meet as a team to negotiate a team

question to frame their analytics problem. After

that, the students used the large data set to answer
their team questions. Based on their analysis, they

made recommendations to the company about how

this information could be useful for improving the

company’s enterprise. By working on this project,

the students had the opportunity to be engaged in

most of the DAL [1].

4.3 Data Collection and Analysis

The students’ reports of their analytics process were

collected at the end of the course. The 24 reports

included the students’ descriptions of the problem,

their individual and team questions, their statistical

analysis, and their recommendations for the client.

To better understand the context study, the course
slides were also used as an additional data source.

Two authors of the paper were the creators of the

bike-share problem, as well as the instructor and

graduate teaching assistant during the semester of

implementation.

We analyzed the 24 teams’ reports using QCA

[42]. We organized the students’ reports into two

units of analysis: the individual level and the team
level. For the individual information, the coding

unit included each one of the 234 questions pro-

posed by the students. For the team information,

the coding unit included the 40 teams’ questions

and the 52 recommendations described in the

students’ reports. Additionally, the teams were

numbered based on the number of individual ques-

tions, i.e., Team 1 was the team with the highest

number of individual questions and Team 24 was

the team with the smallest number of individual

questions. Furthermore, each team member was

named randomly with the letters A, B, C or D.
When we discuss an individual student, we will use

their team number and the student letter to refer to

them (e.g., Student 4C). In the case of a team, the

label will include only the team number (e.g., Team

4). Table 1 includes the details about how the

ideation’s elements of quantity, novelty, and qual-

ity were coded and analyzed for the students’

questions and recommendations. The analysis of
the variety was more complex; so, it is explained in

the next paragraph.

The variety of questions was determined by open

coding based on the ideas students wanted to

convey. The 274 questions, including individual

and team questions, were open-coded by two

researchers. First, the two researchers rephrased

the first 100 questions to determine the students’
main idea and performed open coding simulta-

neously. Two main categories emerged from this

coding: answerability and content. Then, each

researcher coded independently the same 50 ques-

tions and compared the coding, getting a percen-

tage of agreement of 90%. After that, each

researcher coded 50 questions and met to discuss

the questions where they had discrepancies. The
same procedure was repeated until all questions

were coded. The preliminary coding frame was

discussed with all the paper’s authors to reach a

final consensus of the categories for the questions’

variety. The coding of all the questions were

updated and the totals calculated. The final

coding is shown in the Results and Interpretation

section.
The recommendations’ variety were determined

in a similar way as the questions. Two researchers

read the 52 recommendations, rephrased, and

open-coded them based on the ideas students tried
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Table 1. Coding and analysis of the ideation’s elements for the questions and recommendations

Ideation’s
Element Coding and Analysis of Questions Coding and Analysis of Recommendations

Quantity Quantity was determined by frequency: Total number
of questions posed by individuals and teams.

Quantity was determined by frequency: Total number
of recommendations posed by teams.

Variety Several rounds of open-coding based on questions’
content. See following paragraph for more details.

Several rounds of open-coding based on
recommendations’ content. See following paragraphs
for more details.

Novelty The least and the most novel questions were based on
the counting of the categories for questions’ variety.

The least and the most novel recommendations were
based on the counting of the categories for
recommendations’ variety.

Quality Two researchers open-coded the questions based on
the questions’ clarity for external readers.

Two researchers code the recommendations based on if
they included findings of the data, had some level of
elaboration, and justify why the recommendation is
relevant for the client.



to convey. The recommendations were grouped

into four main initial categories which were further

discussed with the rest of the paper’s authors. The

analysis of the recommendations uses the frame-

work of the Business Model Canvas [43], which

includes the categories Key Partners, Key Activ-
ities, KeyResources, Value Propositions, Customer

Relationships, Customer Segments, and Revenue

Streams among others. Through the coding, three

main categories for the recommendations emerged:

Key Resources, Key Activities, and Customer

Relationships. We describe each in the section

where they are discussed. The coding of all the

recommendations were updated and the totals
calculated. The final coding is shown in the Results

and Interpretation section.

4.4 Trustworthiness

The reliability and validity are the main criteria to

judge the quality or trustworthiness of a QCA [42],
[44]. To promote the reliability, two researchers

performed the coding and analysis of the questions

and recommendations following the procedure

described previously to assure consistency. In the

case of validity, all the questions and recommenda-

tions were included into the coding categories.

According to Schreier [47], if most data are in the

same category, the coding scheme could have low
validity. For this study, the codes for the questions

and recommendations were mostly evenly distrib-

uted among the categories which supports high

validity. Furthermore, three additional researchers

with expertise in engineering teaching and learning

oversaw and verified the research strategies and

implementations employed in the data collection,

coding, and analysis to enhance the validity of the
study.

4.5 Limitations

We characterized the students’ questions and

recommendations based only on their written

reports; thus, we were limited by how clearly they

wrote them. Furthermore, we did not have process
data to determine possible teamwork issues, which

could have affected the teams’ final performances.

The findings are based on the results of one imple-

mentation of the activity in one class; thus, we invite

the reader to consider his or her own context before

trying to transfer the findings.

5. Results and Interpretation

The purpose of this study is to investigate the

characteristics of students’ questions and recom-

mendations for a client when performing the Data

Analytics Lifecycle (DAL). This section presents

the results and initial interpretation of the quantity,

variety, novelty, and quality of the students’ ques-

tions, and then the recommendations.

5.1 Questions in the Data Analytics Life Cycle

This section describes the results for the quantity,

variety, novelty, and quality of both the individual

and team questions. We present the results for each

of the elements separately and later in the discus-
sion section provide a larger perspective on the

integration of the elements.

5.1.1 Questions Quantity

Ideation quantity refers to how many questions a

student or team proposes when framing the analy-

tics problem. The students were engaged in two

ideation stages: individual ideation and team idea-

tion. During the individual ideation, 84% of the

students proposed between one and three ques-
tions, and 3% of them showed an abundance of

ideas by proposing more than six questions. As

Fig. 2 shows, in the teams with more individual

questions (teams 1, 2, 3, and 4), most of the team

members contributed evenly with questions. For

example, each member of Team 1 proposed three,

five, seven, and five questions, respectively.

Although the ideation of questions was intended
to be individual, some teams may have negotiated

explicitly or implicitly to come up with a certain

number of individual questions.

While most teams (67%) defined one team ques-

tion to focus on for their client as stated in the

instructions, a few teams defined many team ques-

tions during the team ideation. The teams that

proposed multiple questions proposed between
two and six questions (see Fig. 3). For example,

the members of Team 20 individually proposed five

questions in total, and as a team, they ended upwith

six questions for the team ideation. When teams

ended up with more than one or two questions, the

ability of the teams to converge on a specific

analytics problem seemed to be diminished.

Furthermore, with too many questions, the teams
likely neededmore time to perform all the statistical

analysis and also then more time to develop all of

the recommendations that would come from the

analyses. Students may need additional support to

purposefully select one or two team questions in

order to make high-quality recommendations that

have detailed analyses rather than surface-level

recommendations that cover a wide range of ideas.

5.1.2 Questions Variety

Ideation variety refers to how different the students’

questions were when framing the analytics pro-

blem. Table 2 summarizes the variety of questions

across the pool of students. We identified two main

sources of variation in the questions: the questions’
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Fig. 2. Number of individual questions proposed by each team member.

Fig. 3. Number of team questions proposed by each team.

Table 2.Number of students or teams who propose each type of question (We can provide this table in word format
upon approval of the manuscript)



content (Descriptive Questions, Inference Ques-

tions, and Business Model Questions), and the

questions’ answerability (Provided Data, Addi-

tional Available Data, and No-available Data).

The following paragraphs describe each of the

questions’ content and their relationship with the
answerability.

Descriptive Questions. 68% of the individual

students and 54% of the teams proposed questions

that aimed to describe data by exploring the fre-

quency distribution of a variable; determining the

maximum or minimum of a variable under specific

conditions; calculating measures of central ten-

dency; identifying the size of the sample; and
trying to clean the data (handle outliers). These

descriptive questions were very aligned with the

class content which included descriptive statistics

and data cleaning. Table 3 shows examples for each

category of the Descriptive Questions.

Most of these questions were focused on analyz-

ing the provided large dataset; however, there were

three students who asked questions that required
additional available data for their solution. For

instance, Student 1D asked, ‘‘What is the max

time allowed for a subscriber ride?’’ (Maximum-

Minimum Question). This question is potentially

answerable, but its solution requires the student to

look for additional available data by, for example,

reading detailed information on the company’s

website.
Inference Questions. 33% of the individual stu-

dents and 29% of the teams proposed questions that

focused on making inferences from data by calcu-

lating if there was a significant difference between

variables; determining if there was causation

between variables; or investigating why a specific

pattern in the data happened. The questions were

categorized as correlations when the students or

teams used a general term similar to ‘‘relationship’’

without specifying any of the other types of infer-

ence questions. While the topics of correlations and

data linearization were addressed in the class,
performing statistical tests was outside of the

course scope which may have limited their ability

to continue addressing inference questions. Table 3

shows examples for each category of the Inference

Questions.

Compared with descriptive questions, there were

more inference questions that required additional

available data for their solution. For example,
student 5A asked ‘‘What are the effects of weather

on bike use?’’ (Cause-effect). Answering this ques-

tion required the student to look for the forecast

and relate this data with a variable that represents

the bike use. Additionally, there were a couple of

questions that require additional data that do not

exist or are not available. For instance, student 4A

asked ‘‘How exactly does maintenance for the bikes
correspond with duration of usage?’’ (Correlation).

Answering this question required additional una-

vailable data since the students did not have and

could not find any information related to the

maintenance of the bikes.

Business Model Questions. 33% of the individual

students and 54% of teams proposed questions that

concentrated on analyzing the company’s business
model instead of analyzing the provided large

dataset. These questions looked for proposing pre-

liminary recommendations for the client; character-

izing the company’s customer segments; inquiring

about the company’s profit (revenue streams); and

examining the company’s key activities and the
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Table 3. Examples of students’ questions for each category of questions’ content

Questions’ Content Example

Descriptive
Questions

Frequency ‘‘What is the spread of trip duration like across the months?’’ (Student 21A).

Maximum – Minimum ‘‘How many stations have very little trips?’’ (Student 11C).

Central Tendency ‘‘What is the average of the male and female riding the bikes each month?’’
(Student 9B).

Variable Size ‘‘How many subscribers are there in total?’’ (Student 5D).

Data Cleaning ‘‘There were many outliers?’’ (Team 19).

Inference
Questions

Correlation ‘‘What is the relationship between stations and trip duration?’’ (Student 14C).

Significant Difference ‘‘Difference between customer and subscriber preferences?’’ (Student 11D).

Cause-effect ‘‘Does gender/types of users affect the trip duration and satisfaction/review on
CoGo Bikeshare?’’ (Student 6A).

Investigating patterns ‘‘Why are there several locations that customers seem to frequent more often
than subscribers?’’ (Student 11A).

Business
Model
Questions

Preliminary Recommendations ‘‘How can changing the time limit for the subscriber encourage more
customers to join?’’ (Team 1).

Customer Segments ‘‘Are the bikes used more by tourists or locals?’’ (Student 15D).

Revenue Streams ‘‘Can we calculate how much money CoGo is making?’’ (Student 12B).

Key Activities and Resources Why are bikes only able to be taken for 30minutes when the average time used
was about an hour?’’ (Student 4D).



resources required to perform those activities. All

these questions required additional unavailable

data for their solution since students did not have

access to information about the company’s business

model. Although the focus of the bike-share pro-

blem was to learn data analytics, the real context of
the project prompted students to think about busi-

ness concepts and see the problem from a bigger

perspective. Table 3 shows examples for each cate-

gory of the Business Model Questions.

5.1.2.1 Individual and Team Variety of Questions

The students who had a high quantity of questions

also showed an interesting variety of questions’
ideas. There were 12 students (1A, 1B, 1C, 2B,

2D, 3B, 3C, 3D, 4B, 4D, 5D, 13B) who proposed

more than 5 questions. From them, only Student 2B

presented all the questions around the same idea,

investigating patterns. Most of them included ques-

tions with two or three different ideas. For example,

Student 5D proposed the following set of question

with rich variety:

� ‘‘Which events or holidays impact the number of

bikes used? How does it differ between subscri-

bers and customers?’’ Two Inference Questions –
Cause-Effect

� ‘‘Why are some locations more popular than

others for taking and returning bikes?’’ Inference

Question – Investigating Patterns

� ‘‘How many subscribers are there in total and on

average how many times per month do they use

the bikes?’’ Descriptive Questions – Variable Size

and Descriptive Question – Frequency.
� ‘‘Are outliers in trip duration more likely to be

subscribers or customers?’’ Descriptive Question

– Data Cleaning.

Furthermore, we found that three of the students

with high quantity and variety were from team one

and the other three from team three. As we men-

tioned previously, these two teams may have devel-

oped an agreement as a team about the activity

expectations. Then, three out of four teammates

exhibited high quantity and variety in their ques-
tions.

For the team ideation stage, only Teams 12 and

20 proposed five or more questions. Although these

questions were exploring different aspects of the

same problem, they were not as different as the

individual students’ questions. For instance, Team

12 proposed two big questions: ‘‘How does age,

starting station, type of user and time of year
compare to the total trip duration?’’ and ‘‘Who

are the primary users of bike sharing?’’ Their first

question integrated three small questions into one

by comparing three variables of the dataset, age,

start station, and user type with the same variable

trip duration. Their second question is also linked

with the variables age and type of user from the first

one; these variables can help to characterize the

primary users of bike sharing. Generating a number

of team questions with less variety is expected for

this ideation stage since the teams need to frame the
problems that they will address in the rest of the

DAL.

5.1.3 Questions Novelty

Novelty refers to the questions’ ideas that were less

common across the individual and team questions.

There were three sources of novelty in the group of
questions: questions’ ideas that asked for very

specific information of the data; questions’ ideas

that integrated several variables; and questions’

ideas that included external information not

found in the large dataset. The following para-

graphs expand upon these sources.

Some novel questions’ ideas were so specific that

it was very unlikely for anybody else to consider.
This case is shown in the question ‘‘What is the max

time allowed for a subscriber ride?’’ (Student 1D).

This novel question may help students to identify

errors in the dataset but does not provide further

information for improving the clients’ enterprise.

Although these questions’ ideas were uncommon in

the pool, they may lack quality since they did not

clearly include the company’s perspective or inter-
ests.

The questions’ ideas were more novel as the

question tried to include more variables of the

dataset. Descriptive questions’ ideas that aimed to

characterize one variable were more common than

inference questions’ ideas that related two or more

variables. For example, only Student 7C asked

‘‘How does the age of subscribers affect the location
from which the bikes are used?’’ This question tried

to relate the variable user’s birth year with either the

variable’s start location or end location. Further-

more, the inference questions were even more

uncommon for the team ideation stage than the

individual one. Students may have lacked statistics

knowledge to further answer them.

Novel questions were also found when students
included external information not found in the

large dataset. For instance, student 20A proposed,

‘‘How does the availability of bikes correlate with

the population densities in different areas in Colum-

bus?’’ or student 19C proposed, ‘‘Why are the

reviews so bad for Cogo?’’ Each of these questions

integrated information external to the dataset such

as the population density or Cogo’s reviews. The
students took the initiative to look for that addi-

tional information that could provide a competitive

advantage in terms of novelty compared with teams

based on only the large dataset.
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Novel questions ideas were the ones that were

proposed by a few students or teams and, when they

had quality, had the potential to provide mean-

ingful information for the client. The integration of

several variables promotes the combination of vari-

ables that can help to discover more complex
patterns in the data and the integration of external

information can enrich the dataset expanding the

problem space. All of them are elements that may

promote finding new relevant information for the

client.

5.1.4 Questions Quality

Quality questions need to be clear enough to convey

the students’ ideas. Some students’ and teams’

questions were unclear due to undefined variables

or syntax problems. On the one hand, students

employed undefined terms to write the questions.

For example, in the question, ‘‘How does age relate

to the amount traveled?’’ (Student 12C), the student

used the term ‘‘amount traveled.’’ The term
‘‘amount’’ could refer to either the distance traveled

by the user or the duration of the ride. On the other

hand, some team questions tried to include several

details that make the sentence less clear for an

external reader. For example, Team 11 proposed,

‘‘What locations does CoGo Bike Share need to

concentrate resources to maximize profit by ensur-

ing bikes are always available at hot locations,
during each three-month interval, season?’’ This

question could have been simplified to enhance

clarity by saying: What are the company’s busiest

stations in each three-month interval? Moreover, if

the students wanted to include more details, they

could have included them in the problem descrip-

tion. They may have thought that all the informa-

tion related to the problem should be included in the
question. Additional clarification about the expec-

tations for the team questions may have helped the

students to produce more precise team questions.

5.1.5 Integration of the Ideation Elements When

Asking Questions

The student’s ideation of questions for data analy-

tics can be analyzed using four elements, quantity,
variety, novelty, and quality. Our data showed

complex relationships among those four para-

meters. Quantity represents a baseline for variety.

Namely, it is less likely to have different questions

(variety) when the number of proposed questions

(quantity) was minimum. Furthermore, variety and

novelty are also closely related. When students’

questions were very different in terms of variety,
they also tended to be more novel. For example,

Student 5D presented an outstanding quantity and

variety with 6 questions with different content and

answerability. Moreover, she also proposed the

novel question with good quality: ‘‘Which events

or holidays impact the number of bikes used?’’

However, the DAL is usually performed in teams

which adds a negotiation process that can affect the

relationship between the four parameters. For

instance, even though team 5 had a student with a
remarkable individual ideation of questions; later,

during the team ideation, they decided to follow the

questions: ‘‘Which final destination station is the

most popular among all types of users?’’ and ‘‘How

does it compare with the destinations with the

highest mean trip duration?’’ which are very

common among all the individual and team ques-

tions. The teammay have compromised to focus an
answerable question that each team member could

answer quickly for each part of the data. Then, they

could come up quicker with a recommendation and

finish the project. The following section describes in

detail the ideation’s elements for the recommenda-

tions.

5.2 Recommendations for the Client in the Data

Analytics Lifecycle

The recommendations for the client are the final

activity of the DAL. Teams came up with recom-

mendations based on their statistical findings for

improving the client’s enterprise. This section

describes the results for the quantity, variety,

novelty, and quality of the students’ recommenda-
tions.We present the results for each of the elements

separately and later in the discussion section pro-

vide a larger perspective on the integration of the

elements.

5.2.1 Quantity of the Recommendations

Ideation quantity for the recommendations refers

to how many recommendations the teams pro-
posed. Although teams were asked to provide just

one recommendation, we found out that more than

60% of the teams provided more than one. For

example, as Fig. 4 shows, Team 15 proposed six

recommendations which are related to running

incentive programs to get more users, and teams 5

and 8 submitted five and four recommendations

respectively, all of them focused on ways to help the
client deal with the busiest stations. On the other

hand, 12% of the teams did not include any recom-

mendations (teams 13, 14, and 18). A total of 38%

of the teams in the class provided one recommenda-

tion as requested in the activity. Quantity is related

to higher likelihood of getting the solution selected

by the client. By providing a higher number of

recommendations to the client, chances are that
the client identifies a solution that could fit better

with their company vision. Thus, students may be

encouraged to include several recommendations

that have the potential to help the client which
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would also help to avoid their fixation on only one

recommendation.

5.2.2 Variety of the Recommendations

Ideation variety for the recommendations refers to

the differences among the recommendations. Table

4 shows the recommendations’ categories and the

quantity of teams that included each of them in

their report, as well as a team recommendation

example of each. Using the terminology of the

Business Model Canvas [43], we grouped the
recommendations into three main categories, (1)

Key Resources, (2) Key Activities, and (3) Custo-

mer Relationships.

KeyResources are themost important assets for a

successful business model. That is, those resources

that enable a business to identify their niche mar-

kets, develop a caring contact with customers, and

create revenue [43]. Most of the teams (57.1%)

proposed a final recommendation in this category.

It seems thinking about the company’s key

resources is the most intuitive approach for the
students when generating recommendations.

Table 4 shows three subcategories associated with

Key Resources: (1) modify available bikes, (2)

modify number of docks of stations, and (3) acquire

bikes for specific customer segments.

Key Activities are the main things you need to do

to have a business model and to provide the

solution (i.e., products or services) to clients [43].
A smaller number of teams (37.1%) proposed

within this category. Table 4 shows three subcate-
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Fig. 4. Number of recommendations proposed by team.

Table 4. Type of recommendations and number of teams who included them with examples

Recommendations’
Type # Teams Example

Key
Resources

Modify available
bikes

7 ‘‘ForCoGoBike share to remainmost efficient, the company can reduce the
number of bikes that are put out on the streets during the winter months’’
(Team 2).

Modify number of
docks or stations

10 ‘‘CoGo should service the hot locations specified in our team finding graphs
with enough bikes such that there are always bikes available.’’ (Team 11).

Acquire bikes for
specific customer
segments

3 ‘‘CoGo Bike Share can host events to encourage more females since there is
a disparity between the number of male and female users’’ (Team 3).
‘‘To accommodate for users of this age [older users] . . . we can make using
the bike easier’’ (Team 10).

Key
Activities

Change the
maintenance program

2 ‘‘Keeping high maintenance of these two stations [#45 and #13]’’ (Team 5).

Pack Offer
subscriptions

5 ‘‘Adding a specificmarketing strategy aimed at customers who are potential
subscribers’’ (Team 11).
‘‘We recommend discount for first time users and special deals for college
students’’ (Team 3).

Influence revenue
streams

6 ‘‘CoGo Bike Share restructures their fee system.’’ (Team 6).

Customer
Relationships

Modify the app fee
renewal availability

1 ‘‘The third solution would be to have the ability to renew the rental on the
app.’’ (Team 19).

Be more upfront
about pricing

1 ‘‘The first solution is easiest for the company to implement is to be more
upfront about the pricing’’ (Team 19).



gories associated with key activities: (1) change the

maintenance program, (2) pack offer subscriptions,

and (3) influence revenue streams.

Customer Relationships are the final category of

recommendations that fell within the Business

Model Canvas. The customer relationships
depend on the type of business and type of the

relationship the company wants to provide to its

clients [43]. In this case, a few teams (5.7%)

generated a recommendation in this category.

Students may be encouraged to think about the

relationship between the client and the final user

to promote more novel recommendations. Table 4

shows two subcategories associated with customer
relationships. Those are: (1) modify the app for

the renewal capability, and (2) be more upfront

about pricing.

The class had a good recommendations’ variety,

and there are teams with high and low recommen-

dations’ variety. Overall, the class presented a good

variety of recommendations that included changing

company policies such as the price of renting bikes,
changing specific facilities to receive more users, or

changing the app to give a better user experience.

Inside the teams, there were cases of high and low

variety of recommendations. For example, Team 19

proposed three different recommendations around

pack offer subscriptions, modify the app fee

renewal availability, and be more upfront about

pricing. In contrast, Team 11 proposed three
recommendations all related to modify the avail-

able bikes. Less variety of recommendations per

team is expected since the recommendations need to

be similar enough to address the same analytics

problem. The client would me more interested in

having recommendations alignedwith the identified

problem that random ideas without a support.

5.2.3 Novelty of the Recommendations

Novelty for the recommendations refers to the less

common recommendations proposed by the teams.

We identified two sources of novelty: (1) recom-

mendations proposed by two or less teams and (2)

the recommendations with high elaboration in

terms of details. For the first case, Table 4 includes
the number of teams that provided each of the

recommendations. The most novel recommenda-

tions are related to modifying the app for fee

renewal capability, being more upfront about pri-

cing, and changing the maintenance program. For

example, Team 19 proposed the two novel recom-

mendations in the Customer Relationship category

(3): ‘‘have the ability to renew the rental on the
app,’’ and ‘‘be more upfront about the pricing.’’

Moreover, Team 8 proposed a novel recommenda-

tion related to changing the maintenance program,

‘‘Perform the maintenance between 5–6 am.’’ These

examples are representative of the first source of

novelty that were proposed by two or less teams.

The second source of novelty was the recommen-

dations’ level of elaboration. The recommendations

included different levels of elaboration in terms of

the amounts of details, which provided additional
evidence for considering a recommendation novel.

For instance, Team 15 and Team 11 proposed key

resources and key activities types of recommenda-

tions that were not the least common across the

pool of recommendations. However, while Team 15

only mentioned running incentive programs to get

more users, Team 11 also included offering a

discount for the first-time users to get more users.
In this case, Team 11 recommendation would have

developed more novelty due to the level of its

specificity. Overall, students may be encouraged

to include detailed recommendations to promote

more novel ideas. Novelty is related to better

engineering thinking within the understanding of

the problem. From the results we see here, novelty is

not only in the newness of the idea but can also be in
the new ways of looking at more common ideas by

presenting the novelty through a detailed descrip-

tion.

5.2.4 Quality of the Recommendations

Students were directed to include three elements in

their recommendations: (1) data to support the
recommendation, (2) details of the recommenda-

tion, and (3) justification aligned with the needs of

the client. The following paragraphs describe the

differences in teams’ recommendation quality due

to differences in those three areas.

Teams’ recommendations exhibited different

levels of quality depending on how much elabora-

tion they had. Table 5 shows teams’ recommenda-
tions with different levels of quality sorted from

lowest to highest quality. For example, team 20

provided a team recommendation with minimum

quality since they provided only a justification for

the client, without supporting it with data from

their analysis nor adding a description to better

understand/present their recommendation. In a

similar way, Team 7 provided a recommendation
supported with low reliable data and without

details and justification. Namely, their data

mostly came from their own collective previous

experiences (i.e., In winter there is a rise in use of

ice-melting chemicals that can negatively affect

(corrosivity) other metal materials such as those

from bikes or cars), and not from the raw data

provided to students. In contrast, Team 3 provided
a recommendation supporting it with data and

added a justification of why that recommendation

is relevant for the client. However, they did not

elaborate on that recommendation by proposing,
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for example, how much the discount for young

users could be. Finally, Team 2 provided an out-
standing quality recommendation that was sup-

ported with data, included additional details, and

was justified based on the client’s needs.

High quality recommendations were reached

when students based them on reliable data,

included details, and aligned with the client’s

needs. Most of the teams provided these three

elements in at least one of the recommendations
(e.g., Team 2, Table 5). However, they usually

provided additional recommendations withmissing

information. Although instructors may be inter-

ested in reviewing other students’ underdeveloped

ideas, in a real company context, the clients may

want to have full developed ideas tomake decisions.

In any case, students should be encouraged to

propose elaborated recommendations supported
on data analysis and that considered the client’s

interests.

5.2.5 Integration of the Ideation Elements when

Making Recommendations

In a similar way to the ideation of questions, the

elements of quantity, variety, novelty, and quality
are intertwined for the ideation process of recom-

mendations. This relationship generates challenges

when assessing the students’ generation of recom-

mendations. For example, to evaluate the variety

within a team’s recommendations, they would need

a high quantity of them. In the same way as with the
ideation process of questions, a variety of recom-

mendations is necessary to promote the generation

of novelty. In contrast to the questions, novel

recommendations are not only important for the

client because of their uniqueness but also because

they need to have a high quality according to the

definition presented in the previous section. For

example, Team 19 proposed the novel recommen-
dations: ‘‘have the ability to renew the rental on the

app’’ from the Customer Relationship category.

However, when evaluating the recommendations’

quality, the team had minimal elaboration on the

idea and lacked a clear justification based on the

client’s needs. Consequently, although the team

had a novel recommendation that no other team

proposed, it may not yet be meaningful for the
client due to the low quality, i.e., lack of justification

and elaboration. Instructors need to consider all

those complexities when evaluating the students’

ideation process of recommendations. Moreover,

to provide students an experience to practice all

those four elements, there might be a need for

explicitly presenting the definitions of quantity,

variety, novelty and quality to the students, as
well as their importance when generating questions

and making recommendations. Furthermore, per-

haps scaffolding with rubrics or other organiza-
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Table 5. Examples of teams’ recommendations (order from lowest to highest quality).

Team # Recommendation Supporting Data Details’ recommendation Justification

20 ‘‘Placing stations where
most people in Columbus
live’’

None None ‘‘Offering locals, a way to
get around traffic quickly
via a convenient and easy
to use transportation
system is a great way to
increase the demand for
more stations and grow
the CoGo brand’’

7 ‘‘Reduce or increase the
number of bikes in
circulation, depending
upon the time of the year.’’

‘‘Considering that bikes
can rust easily during the
winter, leaving the same
number of bikes in
circulation all year round
will lead to high
maintenance costs for the
company’’

None None

3 ‘‘Discount for first time
users and special deals for
college students’’

‘‘The peak age for bike
usage is people who were
born in 1989, 1974 and
1967. However, your
subscribers could be as
young as 16 years of age.’’

None ‘‘You can entice more
subscribers’’
‘‘To promote services for
young people’’

2 ‘‘Reduce the number of
bikes that are put out on
the streets during the
winter months’’

‘‘Looking at the two
graphs that were created
for overall bike usage and
subscriber/ customer
usage over the twelve-
month interval, it can be
said that generally usage
decreases over the winter,
or colder months’’

‘‘During the summer
months more bikes can be
put out because these are
times when more people
will be using the bikes for
transportation’’

‘‘For Cogo-Bike share to
remain most efficient’’



tional devices may be useful in helping students

make the connections between all the important

aspects of developing a solution.

6. General Discussion

Our results section focuses on the questions for-

mulated by the FYE students and their resulting

recommendations to the client. We found that the

majority of the FYE students were able to translate
a large raw dataset into feasible recommendations

for a client based on statistical findings and follow-

ing the DAL. This section presents five themes that

emerged throughout the analysis of our data. The

first four themes are characteristics of the FYE

students’ questions and recommendations when

performing the DAL. The final theme describes

good practices for performing analytics that we
observed in the teams with outstanding ideation

processes of questions and recommendations.

6.1 Relationship Between the Dataset and the

Students Questions’ Ideation

The provided large dataset may shape the ideation

process of questions. In the case of the COGO

dataset, the categorical variables expanded the

opportunities to propose questions and subsequent

recommendations. For example, many students
focused on asking descriptive questions about the

distribution of the numerical variable trip duration

throughout the year. In contrast, other students

used the categorical variable user gender to not only

ask for the distribution of trip duration, but also to

compare it between males and females. Without

that categorical variable, students might have

focused on mostly descriptive questions, which
may have provided less information for the future

recommendations. Furthermore, the variables that

were provided in the data set also may have had a

limiting effect on the types of questions students

asked. For example, we saw that some teams asked

questions that were directly answerable from the

data given, which was likely limited by the types of

variables included in the data set. In contrast, other
teams asked questions that went beyond the given

data to data they would have to find themselves

from other sources or would not be answerable at

all without additional data collection.

All these different approaches to asking ques-

tions suggest that, at least for some teams, the

provided variables and their type limited the types

of questions students asked. In today’s world,
getting large data sets with users’ information is

not as challenging as getting the personnel who

have the ability to glean meaningful information

from these data [17, 37]. Companies need to take

advantage of any opportunity to promote their

personnel’s ideation of a variety of questions that

can generate value for the organization. Our results

suggest that looking for rich datasets with a mix of

different types of variables may provide students

and potentially professionals with opportunities for

coming up with more ideas for analysis that may
benefit the company.

6.2 Asking Questions’ Role in the DAL

The students’ questions showed how they perform

the DAL’s practices of Frame the Problem and

Understand and Explore the data. Asking ques-

tions allowed students to explore and expand the
problem space which ended up framing their analy-

tics. The questions that students formulated based

on the provided data alone represent a more

intuitive problem space. In fact, novice data scien-

tists tend to frame their problem solely aroundwhat

data are available instead of focusing on what

would be the most valuable insight for the client

[17]. In contrast, the bike-share problem students
expanded this intuitive problem space by consider-

ing additional information. For example, in the

question, ‘‘Which events or holidays impact the

number of bikes used?’’ (Student 19A), the student

proposed to look for the holidays and contrast that

information with the data set. While this example

shows that the student was bringing in reliable and

easily verifiable data, students may not always
choose high-quality data to bring into the problem.

For instance, student 6A proposed: ‘‘Does gender/

types of users affect the trip duration and satisfac-

tion/review on CoGo Bikeshare?’’ This question

required analyzing the publicly available reviews

for COGO which may not be a reliable source of

information. Allowing students to look for addi-

tional data not only may help the client because the
students may frame the problem more accurately

but also can be a learning opportunity to discuss

information quality and trustworthiness.

The questions reflected students had a mix of

deep and superficial exploration of the problem

space. On the one hand, a greater number of

students proposed questions that investigated pat-

terns that showed a deep exploration and under-
standing of the data. For example, Student 11A

proposed, ‘‘Why are there several locations that

customers seem to frequent more often than sub-

scribers?’’ a question that showed the student used

statistics to determine the most crowded locations

and analyzed the results according to the problem

context. In a similar way to the engineering design

problems, a high integration of the context indi-
cates a deep problem exploration [22, 23]. On the

other hand, some students did a superficial explora-

tion of the problem space by proposing recommen-

dations for the client during the ideation stage. For
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example, Team 1 asked, ‘‘How can changing the

time limit for the subscriber encourage more custo-

mers to join?’’ during their team ideation stage.

They proposed the recommendation of changing

the rides’ time limit to the client as part of their

question development instead of generating a ques-
tion to frame an analytics problem. It is likely that

in these cases, students are following the pattern of

novice designers who tend to skip the problem

framing to start solving the problem prematurely

[18, 19]. Thus, some students and teams may have

needed more support to analyze the problem deeply

before moving into a solution.

6.3 Confluence of the Students’ Individual Ideation

and the Team’s ideation

Most of the students did not continue exploring

novel or statistically complex questions as a team.

The negotiation of team questions from individual

questions is a complex process that may impact the

final questions variety and novelty. From the indi-
vidual to the team questions ideation, the students

decided to propose mostly descriptive questions

and questions that were not answerable. Teams

may have found it too difficult to continue compar-

ing variables for their team questions due to the

complexity of those questions. In previous studies,

we have found that FYE students may be limited by

their statistical knowledge when performing data
analytics [14]. Answering more complex questions

would require statistical tests or correlation ana-

lyses that were outside of the course topics. Further-

more, some teams did not choose to explore some of

the novel individual questions that the individual

team members had identified. For example, as the

results showed, Student 5D presented 6 different

questions including the novel question: ‘‘Which
events or holidays impact the number of bikes

used?’’ (Student 5D); however, the team decided

to address very common questions. Making deci-

sions as a team is a complex social activity that has

been documented in other contexts [29–31]. How-

ever, more research needs to be done about how

that decision making process impact the individual

and team ideation process of questions and recom-
mendations while performing data analytics.

6.4 Recommendations’ Development in DAL

Students’ recommendations focused on changing

the company business models and showed different

levels of elaboration in terms of data support,

proposal’s details, and reference to client needs.

The teams used different statistical tools to identify
different patterns in the data that would represent

problems for the company. Then, they had to

decide which pattern or problem was more relevant

for the company and, based on that, propose a

recommendation for the client. Our findings

showed that although all teams’ recommendations

focus on impacting the company business model in

different ways (e.g., Modifying key activities or

customer relationships), how in-depth they

described their recommendations varied.
For instance, while Team 15 proposed to run

incentive programs to get more users, Team 3

proposed to offer a discount for first-time users

and special deals for college students to get more

users. Both teams focused on getting more users,

but Team 3 provided a more elaborated proposal

for reaching that goal. Design thinking literature

has explored how expert designers presented more
detail solutions compared to novice ones [25]. In

our context, students seem to follow the same

pattern and propose many recommendations but,

sometimes, with superficial descriptions. Superficial

recommendations may miss company constraints

that will end up becoming the recommendation

unfeasible. Students need to be encouraged to

analyze and describe in depth each recommenda-
tion when working in data analytics.

6.5 Promoting Outstanding Questions and

Recommendations

Performing the DAL activities of designing ques-

tions and making recommendations is challenging

and requires experience. Our data showed some
common practices across the teams that had an

outstanding ideation process of questions and

recommendations. These practices can be pro-

moted in the classroom to facilitate the analytics.

The following paragraphs describe three students’

practices when working on the Bikeshare problem.

6.5.1 Students’ Divergent-Convergent Thinking

when Performing the DAL

Students’ use of a combination of divergent think-

ing followed by convergent thinking can promote

exploration of the problem space and the genera-

tion of novel questions. On the one hand, the

individual ideation stage of questions requires

divergent thinking to propose many questions

with a high variety of content and answerability.
For example, student 5D demonstrated this think-

ing by proposing four individual questions includ-

ing descriptive and inference questions. On the

other hand, the team ideation stage required more

convergent thinking to frame a specific problem

using one or few questions with less variety of ideas.

For instance, as the results showed, Team 12

showed this convergent thinking by proposing
only two team questions that focused on character-

izing the users that have higher or lower trip

durations. In contrast, Team 20 proposed only

five individual questions (minimum divergent
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thinking) and six team questions (minimum con-

vergent thinking). Nelson [1] and R. Woods [20]

argued that data analytics teams needed this diver-

gent-convergent thinking sequence to reach inno-

vative solutions for their companies. Furthermore,

in other contexts such as engineering design, a
positive correlation has been found between diver-

gent thinking and the generation of novel ideas [31].

This divergent-convergent thinking needs to be

promoted in the classroom among all students to

support the generation of creative data-based ques-

tions followed by evidence-based selection of ques-

tions that meet the needs of their client.

6.5.2 Alignment between Students’ Questions and

Recommendations

Students needed to decide which recommendations

were aligned and were more relevant to the client

and then remove other potential ideas. In general,

companies are interested in recommendations that

address problems that fit their needs and comply
with their constraints [36]. Namely, the recommen-

dations needed to be aligned with the problem and

team questions. According to our findings, students

still struggled with this alignment. It seems they

wanted to include many recommendations without

considering if they were or not related to their

problem framing. For example, Team 8 proposed

four recommendations around ways to incentivize
customers to become subscribers. However, they

included changing the company’s maintenance pro-

gram as a final recommendationwhich is not closely

related to their question which was related to how

to get customers to become subscribers. Students

should have done an iteration over the DAL and,

after proposing their recommendations, gone back

to evaluate if their team questions were aligned with
them. Considering that the DAL is a set of practices

that overlap and can be done iteratively [1], students

should not see their initial framing process as a final

problem statement with final team questions but as

a preliminary framing that needs to be constantly

revised.

This section identified a series of practices that

may promote high-quality ideation processes of
questions and recommendations. We encouraged

students to use a divergent-convergent thinking

process when moving from many individual ques-

tions to a few team questions that guided their data

analysis and started framing the problem. Based on

the original team questions, students may run

several statistical calculations to identify trends in

the data. By looking at those trends, they can go
back and reframe their initial problem and come up

with a few data-based and elaborated recommenda-

tions to help the client. Then, students may evaluate

the alignment between their problem, team ques-

tions, and recommendations and make the neces-

sary changes to guarantee this alignment. Finally,

teams can present the problem, team questions, and

recommendations with their statistical support to

the client. The next section presents this study’s

conclusions and implications for teaching and
research with future recommendations to continue

developing the knowledge about the students’ idea-

tion process when performing data analytics.

7. Implications

This study points to several implications and
recommendations for teaching data analytics. Our

results show the importance of promoting the

iterative process of design and DAL by asking

students to propose work-in-progress team ques-

tions instead of definitive team questions. Students

need support to communicate their problem state-

ment in writing and to assure their final proposal is

aligned with this problem statement. Additionally,
students need scaffolding to consider the problem

carefully before jumping to solutions, which is a

common struggle for novice designers [19]. To

continue developing skills in DAL, students need

practice with data analytics throughout their edu-

cational careers. Further work is needed to both

develop resources to do this and to better under-

stand how students engage in data analytics over
the course of their education.

Our results also point to implications about how

data sets are used to engage students in DAL. Rich

datasets with different types of variables and from

real companies provide opportunities for students

to practice exploration of data and to engage with

real-world data. Our research found that students

working on the project in conjunction with learning
the course outcomes helped students to reflect and

better explore the data. Additionally, students

should be encouraged to look for information

from outside the provided data sets to expand

their problem space and potentially promote

novelty. This could be also an opportunity to

teach about evaluating the quality of the informa-

tion that they bring and practice how engineers
make decisions based on data. Incorporating

meaningful and real-world contexts provides stu-

dents practice with real-world data analytics and

provides opportunities to incorporate many

aspects of a multi-faceted problem. However, the

context that is provided to the students will affect

and guide how the students approach the problem,

making a trade-off between promoting creativity
and making a solvable problem. Additionally, this

study points to misconceptions students have

about the relationships between engineering pro-

blems and business decisions. For example, some
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students proposed recommendations based on

incomplete information or misalignment with the

problem they investigated that indicate an incom-

plete understanding of the data and evidence

involved in business decisions. Further research is

needed to develop principles that guide engineering
curriculum developers and instructors in designing

high-quality experiences for students as they use

data analytics to explore publicly available data

sets.

8. Conclusions

In this study, we examined the ways in which

students developed questions and recommenda-

tions based on a set of big data. Specifically, the
students engaged in the DAL to frame a problem,

understand and explore the data, develop a model,

and interpret, explain and activate the results. The

data set was taken from the freely available COGO

data on bikeshare usage and included thousands of

data points across several types of data. We exam-

ined the ways in which students engaged in theDAL

and included examples of the novelty, quality,
quantity, and variety of the students’ individual

and team questions and recommendations. We

found that the data set included variables that

guided the students’ questions and the different

types of variables gave students opportunities to

use different types of data. The students asked

questions to frame, explore, and understand the

analytics problem, but the individual questions

were more statistically complex, and novel com-
pared to the teams’ questions that they chose to

explore. Students applied divergent thinking with

their individual questions and then convergent

thinking with their team questions to frame their

analytics problem. Students identified patterns in

the data that represented problems for the company

and based on them, made up a variety of recom-

mendations with different levels of elaboration.
However, students’ final recommendations were

not always aligned with the team questions they

had posed. Finally, we provided research and

teaching implication to promote the students’ idea-

tion of questions and recommendations when

working on data analytics projects.
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