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This paper presents a philosophy that underlies the design of a few advanced graduate courses at ASU in the sub-disciplines of hardware description languages, communications networks, computer-aided design of digital systems, distributed systems, distributed algorithms, and modeling and simulation. From the philosophy, a new metric emerges: the extent and significance of the knowledge ‘discovered’ by the students, towards evaluating the quality of such courses. Discovery refers to the knowledge that is brought out into the open, through logical reasoning from the first principles, by the student for himself/herself. It is significant in that it becomes an integral part of the individual who not only gains invaluable insight and confidence in the subject matter, but can improvise, reason, and apply it to other areas in creative ways. The choice of the metric is influenced by the author’s experience as a doctoral student at Stanford and as a faculty, first at Brown and currently at ASU, as well as the candid comments and feedback from full-time graduate students and graduate students coming from industry. The paper illustrates the application of the metric through a number of actual cases encountered during teaching at ASU. It also presents a list of the desirable attributes of the underlying educational environment to ensure success in the design and delivery of such courses.

INTRODUCTION

IN GRADUATE SCHOOLS across the USA, the teaching of graduate courses continues to constitute a significant component of graduate education. In general, graduate courses are organized into introductory and advanced levels. The introductory courses are designed primarily to bring the knowledge level of the incoming graduate students from different institutions and disciplines such as mathematics and electrical engineering, to a common standard set by the individual institution concerned. Such a course is similar to a traditional undergraduate course in that it prescribes a textbook, follows a well defined syllabus, utilizes conventional homeworks and examinations, and resorts to the usual grading mechanisms. In contrast, the primary goal of the advanced graduate courses is to prepare full-time graduate students to undertake highest-quality Ph.D. dissertation research and to impart advanced knowledge to the students coming from industry to enable them to engage in frontier research projects at work. In essence, the objective is to create first-rate, original thinkers of the future. In many universities in the US, including ASU, the quality of the graduate courses designed and taught by a faculty member, plays a vital role in defining the quality of the graduate program and in promotion and tenure considerations. Since research, by definition, implies unknown knowledge, a priori, and as knowledge in the CSE discipline is continuing to experience rapid advancement, the design of advanced graduate courses and the metrics for assessing them must clearly be different.

There is a general belief among computer science and engineering (CS&E) educators that the courses at the undergraduate level must focus on imparting the fundamentals, core knowledge, and information to the students to prepare the majority of them for industry. In contrast, the goal of the graduate courses must be to foster critical analysis, reasoning, interpreting data and results, and thinking. A few educators believe, the author included, that these goals must be extended even to undergraduate courses. Graduate students are assumed to be more responsible and are, therefore, expected to learn material on their own. Lee and Messerschmitt [7] observe the rapidly advancing nature of the electrical and computer engineering (ECE) field and note that the breadth of the required fundamentals has expanded significantly. In proposing a new curriculum, they suggest that the MS program be designed to instill deeper technical knowledge in the students and prepare them for design careers while the Ph.D. program design ought to focus on creating teachers, researchers, and technical experts’ who would work in the frontiers and extremely high-performance technologies in the industry.
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A key issue with the design of courses in the academic setting, especially graduate courses, the subject of this paper, is their assessment or evaluation. The principal reasons underlying the evaluation are three-fold. The first and most important reason is to measure the amount of knowledge and extent of learning that is imparted to the students. This will, understandably, translate into the students’ successful careers. This paper will focus primarily on this aspect. Second, the results of the evaluation may provide feedback to the administration and help initiate the necessary curriculum modifications and improvements. Third, in the current academic environment, teaching evaluations serve as important criteria for the administration to guide its decisions on tenure, promotion, and post-tenure review, relative to the instructor.

The traditional teaching assessment techniques consist of:

1. Student evaluations, where the students fill out a questionnaire at the end of the semester, and from which a score is computed.
2. Peer evaluations, where a peer of the instructor attends a prescribed number of classes, analyzes the course material, and determines a score.

In general, the former technique is used more frequently than the latter. A third assessment technique, currently utilized within the computer science and engineering department at ASU, consists of the administration evaluating the course portfolio which includes the syllabus, copies of the homeworks and examinations, optional lecture material, prescribed textbook, and samples of student work. The issue of student evaluations and their use by administration to assess faculty teaching performance is a very sensitive one and, to date, lacks universal consensus. In addition, while student evaluations have been in use in undergraduate courses at many academic institutions for some time, their use in graduate courses demands more careful analysis. The greater care is warranted, given the difference in the nature and purpose of undergraduate and graduate courses, especially in light of the rapidly evolving nature of the technical knowledge.

The literature on assessing graduate courses, especially advanced graduate courses, is sparse. Based on an opinion poll of engineering employers, Henderson [1] argues for the inclusion of engineering knowledge, mathematics, and communication skills in graduate education. Denning [2] notes that rapid advances in networking and information technology will soon render the traditional university obsolete and calls for new thinking in graduate program design. Koehno [3] observes that, of the 11 ABET criteria, graduate engineering students and practitioners considered only three to be important:

• an ability to design and conduct experiments, as well as to analyze and interpret data;
• an ability to identify, formulate, and solve engineering problems.

Doderer and Ciolma [4] note that research emphasis at leading engineering institutions is causing a paradigm shift from design and construction to discovery and understanding. Macke [5] argues that quality in education should be defined from the perspective of the end-user and that a key component should be the ability of self-learning. Bendell [6] argues that quality in higher education must refer to clarity of thought, presentation, and purpose.

This paper:

• aims to address the issue of quality in graduate courses and to design metrics for evaluation;
• presents a philosophy underlying the advanced graduate courses that have been developed and utilized by the author;
• presents details on the metrics for evaluation of quality in the advanced graduate courses, accompanied by a number of illustrative examples;
• outlines the necessary attributes relative to the underlying educational environment.

PHILOSOPHY UNDERLYING THE NATURE OF ADVANCED GRADUATE COURSES IN CS&E

The philosophy underlying the design and delivery of the advanced graduate courses may be expressed through its four principal characteristics. The first and most fundamental characteristic is based on the belief that every aspect of knowledge is inherent in every individual and that the aim of advanced graduate education is to foster an environment where the knowledge is discovered, i.e. brought out into the open through logical reasoning from first principles by the student. Thus, the advanced graduate courses are the means through which every individual may discover knowledge for oneself. The significance of learning through discovery is that the knowledge becomes an integral part of the individual who not only gains invaluable insight and confidence in the subject matter but can improvise, reason, and apply it to other areas in creative ways. The plan for an advanced graduate course begins with a basic, common starting point and then develops logically and systematically, building on successive topics, and utilizing sound reasoning. The final result is a coherent body of knowledge wherein a continuous thread of reasoning spans from the simplest starting point to the most complex concept.

The second characteristic stems from the well-known fact that knowledge is continuously evolving and that our current knowledge is merely an approximation of the complete truth.
According to the late Prof. Syed M. Fasih of the University of Karachi in Pakistan [18], a book, in general, encapsulates the past knowledge. It should be used only as a guide to learning new things, as nature unfolds the creation, and one should never mistake it to represent the truth, forever. This is especially true in CS&E today where technical knowledge in many sub-disciplines including distributed algorithms, concurrency, hardware description languages, and parallel processing, is witnessing rapid evolution and the books are rapidly becoming outdated. Therefore, in the design of the advanced graduate courses, every concept—basic and especially advanced concepts, must be questioned and subject to rigorous analysis. Often, new and more precise understandings result from critical analysis of an apparently well established concept. Evidently, strong will-power and self-discipline are necessary to overcome inertia and fear of the unknown. In contrast, where concepts are accepted without examining them in the light of scientific experimentation, there arises the possibility that the educational system may degenerate into a ‘self-propagating system’ [8].

As an illustration, consider the field of fault simulation of digital systems, in which the author had introduced the concept of behavior-level fault models [9] for enhanced performance and to enable high-level comprehension of the fault simulation results, relative to the use of the traditional gate level stuck-at fault model. Through experiments, the behavior-level fault models were observed to correlate strongly with the gate-level models for a number of representative digital modules. Thus, it was reasoned that the behavior-level fault models should enjoy the same level of confidence as the gate-level fault models. Initial resistance included the view that, unlike the well-established gate-level stuck-at models, behavior-level fault models lack a sound formal basis. The criticism was quickly revealed as unfounded since even gate-level stuck-at models were shown as purely empirical in origin and that they totally lacked any formal basis.

The third characteristic aims to address a fundamental dilemma. On one hand, it seems logical to focus a student’s training in a specific sub-discipline so that the student may be immediately effective in an appropriate industry. Although extensive knowledge may constitute a key asset in the pursuit of innovative solutions to problems, it is fundamentally unknown how to induce innovation in an individual, relative to a specific sub-discipline. On the other hand, the single-minded training in the sub-discipline may constitute a disservice to the student, especially if the importance of the subdiscipline diminishes in the near future—a likely possibility in today’s fast changing world. Also, the interaction among many sub-disciplines in undeniable. Furthermore, a question is raised whether the concentrated training may cause irreversible harm to the intrinsic creative potential of the student. Barlow [17] documents an episode involving a child prodigy who could intuitively factorize very large numbers, correctly, but lost the ability when subject to training in the conventional mathematical methods.

Therefore, this paper reasons that the advanced graduate courses must be designed to provide the necessary background, fundamental principles, and specific examples, and the students must be motivated through thought-provoking questions and problems. While students may be exposed to the advanced courses in different sub-disciplines, ultimately, each student must be permitted to evolve individually, utilizing one’s innate abilities, talents, perspectives, and inherent interests, into an original thinker in the discipline of one’s choice. The evaluation process, in turn, will be based on whether the student has developed, relative to the mission of the student’s choice, unique and innovative solutions, raised good and thought-provoking questions, and accomplished the mission goals. This characteristic is inspired by the belief that knowledge does not come compartmentalized but, in essence, constitutes one continuous thread that spans seemingly different sub-disciplines including networking, algorithm design, computer architecture, and hardware design. At the advanced graduate level, the conventional boundaries of the different sub-disciplines must be transcended and innovative ideas must be sought at the boundaries.

A related example consists of the leadership course at the United States Military Academy [21]. The fundamental premise of the course, initiated in the 1980s, was that leadership cannot be taught, i.e. one could not be taught how to become a leader. The course material and instruction were focused on providing case studies of successful leaders and a few key principles. These included the key characteristic of a good leader that one must be true to oneself and not pretend to be someone else. In the end, the students realized that they alone must evaluate themselves, their strengths and weaknesses, and develop into original leaders with unique metrics for assessing their individual leadership skills.

The fourth characteristic views as the most important outcome of the advanced graduate courses, new and original ideas, and innovative ways of viewing traditional concepts. It is based on the belief that creative ideas hold the key to the future and that there is no limit to the depth of knowledge.

**METRICS FOR ASSESSING QUALITY OF ADVANCED GRADUATE COURSES IN CS&E**

Undergraduate-level courses in basic areas such as physics, chemistry, engineering mathematics, logic design, and signal processing reached maturity many years ago and have essentially
remained unchanged, thereby enabling the development and use of well-defined, quantitative metrics for assessment. Introductory graduate courses are similar to undergraduate courses in that they are also relatively stable and that they are designed to primarily impart knowledge and information and secondarily focus on equalizing the level of the entering graduate students from other universities with those of the native graduate students. In contrast, advanced graduate courses in the sub-disciplines of CS&E are witnessing rapid evolution and, thus, the development of well-defined quantitative metrics, is difficult. At their onset, fundamental advances in knowledge have often been observed to exhibit only subtle differences with the established principles. Since they assume the presence of a common and objective standard that applies uniformly to all cases, quantitative metrics may not constitute the ideal means to capture the subtle aspects of advanced knowledge as well as the elements of creativity and innovation. Thus, it may not be meaningful to define the metrics rigorously. Instead, they should essentially remain somewhat subjective. Therefore, to realize a broad assessment of the advanced graduate courses, while nurturing its growth at the same time, this paper proposes to focus on their quality aspect. In the field of education, quality refers to a unique and rare attribute that is difficult to define, resists quantitative measurement, and has to be ultimately understood intuitively. The manifestations of quality, however, may be more easily observed which, in turn, provide the motivation for the pursuit of quality in learning. Examples of high-quality knowledge include Copernicus’ discovery that the earth rotates around the sun, Newton’s discovery of gravitation, Einstein’s discovery of the special theory of relativity, etc. For a better appreciation of the subtlety of fundamental knowledge, consider the argument that, for all practical purposes, there is no need to supersede the classical laws of motion with the special theory of relativity. Though approximate, the classical laws of motion are ‘good enough’. Clearly, the errors resulting from the use of Newton’s laws, for the ordinary velocities that one encounters, as opposed to the special theory of relativity, are negligible. However, fundamentally and philosophically, the approximate, classical laws of motion are incorrect.

The general expectation is that, an individual when exposed to high quality education is likely to display uniqueness and originality in his/her work. Frequently, high quality education and research are associated with the discovery of innovative engineering principles, invention of unique products, and the creation of new disciplines. The issue of quality is frequently associated with excellence, depth of learning, and thinking. An unmistakable attribute of quality is that it is either present or not, which, in turn, may be viewed as being equivalent to the property that quality is not additive. Thus, while the combination of a number of efforts that lack quality may fail to solve a difficult problem, a single high-quality effort may lead to an innovative solution. The high-quality aspect of the advanced graduate courses is viewed as the key to creating first-rate, original thinkers. Such individuals are expected to either generate outstanding original Ph.D. dissertations or engage in innovative, frontier research in the industry.

Presently, while the body of advanced technical knowledge for many sub-disciplines within computer science and engineering is rapidly changing, books in the fields of distributed algorithms, networking, and architecture are becoming outdated, and the meaning and value of the traditional, standardized midterm and final examinations are increasingly being called into question. Also, the memorization of theory is viewed as being of little value and, in its place, understanding of concepts is being considered more important. Most problems of today are complex and do not lend themselves to a straightforward answer. Instead, they require complex design and trade-off analysis, and warrant the development of innovative perspectives. Therefore, as a metric to assess quality in advanced graduate courses, this paper proposes to utilize the extent and significance of discovery realized in the students. Discovery refers to new concepts, ideas, approaches, and knowledge that are acquired by a student as a result of critical analysis, imagination, and original thinking. Often, the discovered knowledge, though new to the student, has been previously published in the literature. However, in a few, rare cases, the discovered knowledge is indeed original. The discovery process may be triggered in a number of ways—through lectures, challenging examinations [10], one-on-one discussion between a teacher and a student, open-ended projects [11], and even thought-provoking Ph.D. qualifying examination questions. The late professor of physics at California Institute of Technology, Richard Feynman notes in [8] that he used to put a lot of thought into each lecture and writes [8] ‘I start to figure out the motion of the rotating plate. I discover that when the angle is very slight, the medallion rotates twice as fast as the wobble rate—two to one. It came out of a complicated equation! Then I thought, is there some way I can see in a more fundamental way, by looking at the forces or the dynamics, why it’s two to one?’ The late Prof. R. L. Moore, a well-respected mathematician at the University of Texas at Austin, has been known to start his lectures by writing down a few concepts and then initiating a discussion [12]. As the discourse progressed, he would provide key details and guidance and, at the end, the class would converge, through logical reasoning, at the topic of the day. As a student, the author had encountered a number of similar courses, both at the Indian Institute of Technology at Kanpur and at Stanford University, that aimed at discovery.
through lectures and challenging examinations. In every one of these classes, the instructor would start with the most basic principles and, through logical reasoning, arrive at the highest-level, most complex concept. Clearly, the assessment of both the extent and the significance of the discovered knowledge, in any given advanced graduate course, is dependent on the current literature, and the quality of the instructor and the students and, is therefore, essentially subjective.

The data reported in the remainder of this section relate to the discovery of knowledge, triggered through lectures and challenging examinations, that are obtained from a total of five courses taught by the author at ASU, two of which relate to hardware description languages (HDL), a third to modeling and simulation of complex systems, and the remaining two relate to high-speed networks. The two hardware description language courses, offered in two consecutive years, had a total of 40 and 52 students, respectively. The strength of the modeling and simulation course was 12, while the two networking courses had strengths of 55 and 18, respectively. The teaching style in these courses were similar to the ones described earlier in this section. The instructor would state a topic of discussion for the day, start from the first principles, pause at critical points, initiate discussions by the students in the class, and gradually build up to the advanced topics through reasoning. The critical points would correspond to radical turns in the evolution of the discipline and the instructor would carefully encourage, but never insist, new ideas and directions, anticipating fundamentally new ways of thinking from the class. At times, one or more students would volunteer new ways of thinking on their own and take control of the discussion. Thus, the level of interaction would be significantly high and it would be common for the students in the class to ask as many as 20–30 questions during a 75-minute class, many of which would be highly thought-provoking. In his/her mind, the student would think that as a reasonably intelligent individual, he/she could follow from the first principles and think the material through, methodically and precisely. During a HDL class, near the beginning of the semester, the discussion focused on the evolution of HDLs and the instructor started by presenting material on ADLIB-SABLE, the first behavior-level HDI—. A question was then placed before the class for discussion: Given that ADLIB-SABLE lacks a language feature to provide the simulation time to the user, can one verify whether the setup and hold conditions are violated? This had been a key difficulty with ADLIB-SABLE for which a later, industrial version of ADLIB-SABLE, termed Helix, had to add a new facility to provide the current simulation time. Despite the seemingly impossible task, two students took the lead to come up with a simple, yet creative solution, that does not appear in the literature. In their approach, the value of the setup delay is examined and it is noted that it must constitute an integral multiple of the basic simulation time. The setup delay value is known to the designer a priori and let us assume that it is 4 ns. In the ADLIB comptype for the flip-flop, D and clock are input signals representing the D input and the clock. In addition, internal signals D1, D2, D3, and D4 are defined. These internal signals are derived from the D signal, subject to delays by 1 ns, 2 ns, 3 ns, and 4 ns, respectively. At the appropriate active clock transition, i.e. low to high say, the ADLIB code examines whether the value of the signals D1 through D4 are all identical, i.e. either all are low or all are high. If affirmative, the setup condition is satisfied. Otherwise, the setup requirement is violated. We need to ensure that the D input is stable, i.e. either at 0 or at 1, for at least 4 ns prior to the active clock edge. This is achieved by examining its value at the current simulation time and each of the points 1 ns, 2 ns, 3 ns, and 4 ns, prior to the current simulation time.

During another class on HDLs, the instructor explained the three distinct functions of internal signals in VHDL. The first function is to interconnect two ports of two components. Second, a designer may also choose to use signals in a structure description to store data along with the timing information, unlike variables that do not carry any notion of timing. Third, signals may be used to represent internal buses, to store a value internally at a specific time in the future, or to project an event in the future to serve as a reminder, in a behavior description. A student in the class made the astute observation that the use of a signal in an architecture description of type structure assumes the role of a global signal to all of the constituent components which, in turn, would cause difficulty in the simultaneous execution of the concurrent components.

During a class on modeling and distributed simulation, the discussion centered around the conditions under which an entity may be simulated, i.e. executed on the host computer. For accurate results, an entity must wait until the inputs are available and, only upon receipt of all of the necessary inputs, the entity is executed. Clearly, in a distributed environment, this may lead to deadlock [14] and starvation [13]. The instructor then paused and posed a question to the class: Is it absolutely essential to insist on receiving all the resources first and, if not, what are the implications? After some discussion, the class correctly observed that an entity may be executed for limited input stimulus but that when subsequent input stimuli are available, the correct output must overwrite the previously generated incorrect result. The class had not only discovered the time warp algorithm that had been proposed in the literature [15] but that they had also recognized the fundamental weakness of uncertainty inherent in this approach.
During another class on modeling and distributed simulation, the discussion focused on the intricacies of executing an asynchronous distributed algorithm on a loosely-coupled parallel processor system, the potential races that may result from timing errors, the problem of isolating races especially their propensity towards intermittentness, and the great difficulty associated with determining the true source of the errors. The instructor started by describing an actual problem that had occurred while executing behavior-level models [13] on the Bell Labs hypercube. Behavior models for the different components of a digital system were developed and each model was allocated to a unique processor of the 64-node hypercube loosely-coupled parallel processor system. The connectivity between the components of the digital system were represented through software connections between the corresponding processors. The overall execution was under the control of an asynchronous, distributed, discrete-event simulation algorithm. As a result, there was no notion of global simulation time and each model executed independently and concurrently. Upon receiving an external signal transition, a model, say M1, was initiated for execution, following which it would either generate or not generate an output response. When an output transition was generated, it was propagated to all other models that were connected to the output of M1. The communication primitives were non-blocking, implying that when a recipient model was busy but had adequate buffer space available, M1 would succeed in leaving the output transition in its buffer and then continue with its own execution. However, where the buffer of a recipient model, say M2, was full, for whatever reasons, M1 would fail in transferring the output signal transition to M2. Under these circumstances, M1 would continue on with its execution but first it would store the output transition and then re-attempt to propagate it to M2 at the next opportunity when presumably M2’s buffer was no longer full. During execution, erroneous outputs were generated which were ultimately traced to a model, say M3. An initial examination of the behavior description of M3 yielded no errors. Next, a very limited number of print statements were included in the behavior description of M3 to provide a peek into its dynamic behavior. The error disappeared and correct results were obtained. However, as soon as the print statements were removed, the error reappeared. Thus, the error was clearly dependent on the timing and the addition of the print statements was causing the relative timing to be altered sufficiently to prevent the error from manifesting itself. The scenario fitted the classic Heisenberg uncertainty principle in that the use of a probe to observe the source of the error was affecting the very error itself. Every attempt to uncover the source of the error through the execution of the code and the observation of the execution results ended in failure. It had taken the instructor and another researcher at Bell Labs, a few years ago, a great deal of time and careful analysis to uncover the cause of the error. As the instructor was about to explain it to the class, one the students quickly reasoned from the fundamental principles of asynchronism and concurrency and made the following observation which, indeed, constitutes the correct explanation of the source of the error. Assume that the execution of M2 is slower than that of M1 and, as a result, when or more of M1’s messages are not successfully delivered to M2. That is, these messages are stored within M1 and, thereafter, M1 continues with its execution. During its subsequent execution, M1 generates another output transition which it immediately sends to M2, successfully. However, since the previously generated output transitions for M2 are still stored within M1, M2 ends up receiving transitions from M1 in incorrect order. To correct the error, therefore, the behavior of the model must be modified as follows. When a new transition is generated, it must first be stored in local storage in the correct order and then the model must attempt to propagate the entries to their correct destinations.

In the same class on modeling and distributed simulation, a discussion was centered around a student’s project on modeling the foraging behavior of ants and understanding the emergent behavior of a colony whose constituents are driven by a simple set of rules. The discussion evolved and eventually led to a scientific, empirical understanding of creativity through modeling and simulation [20].

During a class on networking, the discussion focused on security issues in data and ATM networks. The instructor presented the traditional view of security which observes that the weakest link determines the overall system security and requires that all nodes and links of a network be equally secure. A question was placed before the class: Is a different paradigm for security feasible, today or in the future, and, if affirmative, what would it require of networks? One of the students in the class took the lead and came up with a radically new and unprecedented concept—security on demand [16]. The approach is realizable in ATM networks. In this approach, a channel with unique security attributes is created for each user, at the conceptual level, and the user’s messages are transported through it.

Clearly, the extent and significance of the discovered knowledge in these examples is appreciably high. The students in these classes revealed both a deep confidence in themselves and a fundamental appreciation for the depth of knowledge. A sample of their candid comments include the following:

- The class was very thought provoking.
- I would have never believed that anything could ever interest me in hardware design languages.
• I have never had a course like this one before to compare.
• I took this course not because I had to but because I wanted to and actually looked forward to every class.
• I truly learned the fundamentals of concurrency and timing.

One student comment is particularly elaborate and especially revealing: When I am encouraged to question the book, the literature, and the instructor, where I am granted a wide latitude relative to the questions, and when my questions are answered logically, from the fundamental principles, I gain a tremendous amount of confidence. While this self-confidence is very important to me as a graduate student, it may hold immense value to a beginning graduate student. The sooner one gets exposed to this style of learning, the quicker and deeper the student can engage in critical thinking and generate different approaches to problems.

ISSUES RELATED TO THE ENVIRONMENT UNDERLYING THE ADVANCED GRADUATE COURSES IN CS&E

The environment underlying the advanced graduate courses include the students, instructor, course material, and other factors that affect the design and delivery of the course. Given that (i) the nature of advanced knowledge is subtle, (ii) the metric—discovered knowledge—is subjective, i.e. its assessment is up to the instructor, and (iii) that the focus of the metric is on the quality of the courses, the success of such courses requires a critical balance of the key attributes of the environment. The key issues are six-fold:

1. The desirable qualities of the instructor may be described as follows. The instructor should conduct research in the field, possess practical experience and, where possible, industrial experience, expend considerable time thinking about the issues in fundamental ways, be dedicated, and maintain enthusiasm in learning new things in new ways. By way of suggestions to develop, within oneself, the art of thinking fundamentally, Prof. Feynman [8] relates two personal experiences—one where he states that he was ‘afraid to read it [a paper] thinking it was too difficult,’ and another where he states that, while engaged in explaining something in physics, his mind is so completely occupied by physics that he would feel immune even to nervousness. The eagerness to teach should be natural, not forced, should stem from within, and the instructor’s love for sharing knowledge should be intrinsic. The teaching ought be for the sake of knowledge and must be motivated by the instructor’s genuine obligation towards and concern for the long-term welfare of the students. The instructor ought to be constructive and patient with the students, extend wide latitude to encourage them to be innovative, never discouraging, and always respectful of their views. Even when a student’s view is incorrect, the instructor ought to reveal the flaw through careful reasoning, while maintaining a good sense of humor. The students should be assured that in the course of learning to think, their grades will not suffer and that they would be evaluated based on their depth and quality of knowledge. This, in general, may require considerable effort.

2. For their part, the students ought to be sincere, hard working, willing to learn and grow, possess passion for comprehension, and extend respect, trust, and faith in the instructor’s teaching. For such courses to be successful, the students should possess adequate maturity to recognize the value of such courses, distinguish between fundamental thinking and overtly vocational skills [7], recognize the long-term benefits of fundamentals as opposed to grades, and realize that knowledge is constantly evolving with the unfolding of nature. The students should neither be afraid to face challenges nor hesitate to challenge established knowledge and the instructor. They should be capable of verifying that the instructor is sincere about respecting and learning from the students.

3. Both the instructor and the students should approach such courses with the spirit of curiosity, adventure, pursuit of scholarship, and a deep appreciation for philosophy and beauty in nature. For true success in such courses, neither the instructor nor the students should view each other as an adversary but as a collaborator in a valuable experiment.

4. The role of the administration overseeing the educational environment is critical to the success of advanced graduate courses. The role should be one of encouragement, nurturing, understanding, patience, and a genuine commitment to help create first-rate, original thinkers. The administration’s foresight will constitute an asset, not only to the university but, ultimately, the entire society.

5. Although grades are secondary to learning, the assignment of the grades at the end of the semester should correspond first to the quality and second to the quantity of the discoveries made by each student. The aim, however, should be to help develop the insights in every individual such that they all receive the highest grade. It is pointed out from experience that once a student has understood the subtleties of thinking, he/she gains an immediate understanding of its enormous value and the relative unimportance of grades.

6. While the number of students interested in such courses is likely to be modest at leading research universities, especially in urban settings...
CONCLUSIONS

This paper has presented a philosophy underlying the design of a few advanced graduate courses at ASU in the sub-disciplines of hardware description languages, communications networks, computer-aided design of digital systems, distributed systems, distributed algorithms, and modeling and simulation. The philosophy has given rise to a new metric—the extent and significance of the knowledge 'discovered' by the students, towards evaluating the quality of such courses. Discovery refers to the knowledge that is brought out into the open by the student for himself/herself and it is significant in that it becomes an integral part of the individual who not only gains invaluable insight and confidence in the subject matter but can improvise, reason, and apply it to other areas in creative ways. The paper illustrates the application of the metric through a number of actual cases encountered during teaching at ASU. It also presents a list of the desirable attributes of the surrounding educational environment to ensure success in the design and realization of such courses. A comparative evaluation of the performance of the students exposed to discovery-based learning versus those exposed to the traditional style, is difficult because a student’s subsequent environment and the opportunities therein are hard to control. Nevertheless, based on informal interviews with the students, the increase in the students’ self-confidence and the enhanced ability towards critical analysis, are real and undeniable. One clear evidence of the superior learning lies in the discoveries themselves. One individual’s self-assessment reflects the general consensus, ‘Previously, I looked at issues in general and my understanding was cluttered, neither solid nor comprehensive. Now, after having taken the course, I start with what I know and then build successively on top of that to gain a complete and thorough understanding of the issue, from the finest detail to the most condensed, highest-level concept. I can now see the practicality of the issues and their connection with the real world. This course has changed my attitude towards learning and research.’
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