
Using Bayesian Networks for Learning Analytics in

Engineering Education: A Case Study on Computer Science

Dropout at UCLM*

CARMEN LACAVE and ANA I. MOLINA
Dpto. de Tecnologı́as y Sistemas de la Información, UCLM, Escuela Superior de Informática—Paseo de la Universidad, s/n, 13071—
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Student dropout inEngineeringEducation is an important problemwhich has been studied fromdifferent perspectives and

using different techniques. This manuscript describes the methodology used to address this question in the context of

learning analytics, using Bayesian networks because they provide adequate methods for the representation, interpretation

and contextualization of data. The proposed approach is illustrated through the case study of the abandonment of

Computer Science (CS) studies at the University of Castilla-La Mancha, which is close to 40%. To that end, several

Bayesian networks were obtained from a database containing 363 records representing both academic and social data of

the students enrolled in theCSdegreeduring four courses.Then, these probabilisticmodelswere interpretedand evaluated.

The results obtained revealed that the great heterogeneity of the data studied did not allow to adjust the model accurately.

However, themethodology described here can be taken as a reference for other works where a less heterogeneous database

could be obtained, aimed at analysing student characteristics from a database.
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1. Introduction

The abandonment of university studies is a reality

that affects all universities, involving economic

losses, social problems and possible psychological

problems in the student and, consequently, it is one

of the criteria used for evaluating higher education
institutions, being a large concern to the education

community and policy makers [1]. Therefore, it is

very important to identify the students who tend to

dropout a course from the beginning of their aca-

demic steps by giving them the extra support they

need to avoid abandonment.

This problem affects significantly to Engineering

studies and its explanation and prediction has been
tackled from different perspectives and using differ-

ent techniques since Tinto’s first works [2], taken as

the groundwork for recent research. There are

studies based on the creation of surveys or ques-

tionnaires to be answered by the students andwhose

data are subsequently analysed using descriptive

statistics. But in these cases, the prediction of

students that are in ‘‘high risk’’ is often very difficult
and time wasting [3]. Even if the identification was

possible, these methods are not effective enough

because it is often too late to avoid student dropout.

There is other perspective, based on data mining

procedures [4], to extract relevant and interesting

knowledge from data [5] that has been applied to

predict both student performance [6] and student

dropout [7–9]. There is a great variety of techniques,
such as classification [3, 10], regression [11–13],

decision trees [14–18], genetic algorithm [19] or a

combination of several methods [20–22].

Nowadays, a multi-disciplinary approach has

gained an increasing relevance in the use of big

data analysis to inform decisions in higher educa-

tion known as Learning Analytics [23–24], which is

very related to Educational Data Mining [25], and
that involves different areas related to machine

learning and visualization. According to Clow

[26], the most common definition of Learning

Analytics is ‘‘the measurement, collection, analysis

and reporting of data about learners and their

contexts, for purposes of understanding and opti-

mizing learning and the environments on which it

occurs’’. Therefore, the prediction of dropout and
retention in Engineering studies are key issues for

Learning Analytics research [27, 28].

In this paper, Bayesian Networks (BN) are pro-

posed to address this problem in the context of

learning analytics, because they provide advantages

over other models: they provide a compact way of

representing knowledge and adequate methods for

the interpretation and contextualization of data [29,
30]. These leads make easy for the researcher to

understand the results without needing lot of statis-

tical knowledge and, therefore, helping him or her

to make decisions. In fact, BNs have been recom-

mended to be used for modeling the complexities of

higher education, since these models represent a

‘‘holistic’’, global approach to answering common

institutional research questions [31] and are capable
of handling the uncertainty in student-related data,
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while also offering an intuitive, accessible modeling

capability that supports the decision-making and

policy-setting processes [32].

This proposal is illustrated through a case study

to address the problem of abandonment of Com-

puter Science (CS) studies at the University of
Castilla-La Mancha (UCLM), which is close to

40%. The database was provided by the UCLM

and it contained 2570 records with 28 fields corre-

sponding to both academic and social data of the

students enrolled in the CS degree in the two

campuses in which these studies are taught (Alba-

cete and Ciudad Real), during the courses from

2008–2009 to 2011–2012, including information
on whether they had abandoned or not the degree.

Having prepared the database, two kinds of Baye-

sian network models were learned, one based on

classificatory models and other involving the prob-

abilistic relations among all variables in the data-

base, to know which features in the available data

are the strongest predictors of university abandon-

ment [6]. The models were compared by several
evidence cases propagation; besides a total abduc-

tion algorithm on all variables was applied in each

case to identify the most probable profile for the

student that leaves CS studies.

Therefore, the objective of this paper is twofold:

� On one hand, to build a model which allows to

find out the dependence relations among the
enrolment data of university students that could

explain or shed new light on what motivate them

to leave CS studies at the UCLM.

� On the other, to propose a methodology in the

context of Learning Analytics based on the use of

Bayesian networks, that could be applied to

similar problems related with the acquisition of

information from databases.

The paper is structured as follows: Section 2

presents the theoretical concepts on BN; Section 3

shows how BN can be used in the context of

Learning Analytics; Section 4 illustrates the ideas

described in the previous sections through a real

case study; Section 5 discusses the main results;

Section 6 reviews related works and Section 7
extracts the main conclusions of this work.

2. Bayesian networks

Bayesian networks are graphical models that use

probability as a measure of uncertainty and they
have been successfully applied to many real-world

domains [33, 34]. Before introducing the theoretical

concepts needed to understand these models, some

background on graphs is reviewed.

2.1 Graph concepts

ADirected Acyclic Graph (DAG) is a directed graph

without loops. This means that if there is an arc

from node u to node v there must be no other

directed path from v to u in the graph. In a DAG,

nodes are related by three kinds of connections

(Fig. 1) that describe, in an intuitive way, the

dependence and independence relationships in a
set of variables [35] thanks to the d-separation

criterion [36]. Dependence between any two vari-

ables (or lack thereof) can be thought as the ability

(or inability) of one of those variables to influence

the other. Any of the two dependent variables

respond together to a change in either of them, no

matter what the direction of that response be. This

influence (or lack of it) can be visualized as a
communication channel between those variables.

This channel can be open or closed. It is closed

between two independent variables and open

between dependent ones [37]. Those connections

are the following:

� Serial, also known as chain or linear, illustrated in

Fig. 1(a). In this kind of connection, A and C are

dependent if the state of B is not known; once it is
known, A and C become independent. The state

of C is influenced only by the state of B, and no

change in A is carried over to C. Therefore, it is

said that B blocks the influence between A and C

and then, A and C are independent given B.

� Diverging, shown in Fig. 1(b). In this case, B and

C are dependent if the state of A is not known. If

the state of A is known, B and C become
independent. This means that if the common

influence A is unknown, observing B changes

the probability of C and vice versa. Once A is

observed, it blocks the influence among B and C

and so, B and C are independent given A.

� Converging, described in Fig. 1(c). In this case, A

and B are independent if no observation is made

on the common child C. If the state of C is
unknown, it blocks the influence among A and

B and they become independent. Once the

common child is known, the influence flows

from A to C and vice versa so that observing one

of theparents (AorC)will explain away theother.

2.2 Definition of Bayesian network

A Bayesian network is a probabilistic graphical
model that allows to represent probabilistic depen-
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Fig. 1. Examples of the three possible connections in a DAG: (a)
serial; (b) diverging; and (c) converging.



dence and independence relations between a

collection of data. It encodes a joint probability

distribution over a set of random variables1 X =

{X1, . . . , Xn} of a problem domain and it is defined

in terms of two components [38]:

� Qualitative component: a DAG, where each node

represents a variable and each arc between two
variables indicates the existence of a probabilistic

dependency between them. Variables can be dis-

crete or continuous but in this work, we only

consider the discrete case.

� Quantitative component: a conditional distribu-

tion p(xi | pa(xi)) for each variableXi , i=1, . . . , n

conditioned on its parents in the graph, denoted

as pa(xi). If the node has not any parent in the
graph, its distribution is defined by its prior

probability p(xi).

Considering the independencies represented by

the network structure, the set of conditional prob-

ability distributions specifies amultiplicative factor-

ization of the joint probability2 distribution over X

[36, 39], as Equation (1) shows.

pðx1; . . . ; xnÞ ¼
Yn

i¼1
pðxi j paðxiÞÞ: ð1Þ

Fig. 2 shows an example of a Bayesian network
with five binary nodes representing a very simplified

domain for diagnosing breast cancer (Breast

Cancer) through its causes, as living in environ-

ments with high level of pollution (Pollution) and

being a smoker (Smoker), one symptom, dyspnoea

(Dyspnoea), and one sign, the results of anX-ray test

(X-ray). From a mathematical or abstract point of

view, BNs do not enforce the causal arc direction,
although in this example every edge represents a

causal relation among two nodes, defined by the

probability of each node given its parents. For

example, P(BC = t |P = f, S = f) = 0.001 indicates

that the probability of a patient having breast

cancer (BC = true), knowing that there is no

pollution (P = false) and that he or she is not a

smoker (S = false), is 0.001. This value can also be

interpreted as that 1 in 1000 people who do not
smoke nor live in polluted environments suffer from

lung cancer.

2.3 Reasoning in Bayesian networks

A BN can be used to reason about the situation it

models by applying algorithms which are based on

theBayes’ Theorem (hence its name). The reasoning

process, also known as inference, can be performed

in two ways [36]:

� Evidence Propagation, which consists in comput-

ing the posterior probability distribution of the

variables of interest, i.e., the probability distribu-

tion over each unobserved variable given that the

value taken by some other variables is known.

Many inference algorithms have been developed

to compute the posterior probability distribu-

tions for all variables [40–42]. Since the problem
is NP-hard [43], approximate algorithms are

employed [36, 44, 45] when the models are so

complex that exact solutions cannot be provided.

That distribution reflects the influence of evi-

dence and so, this type of reasoning is often

used in systems where a diagnosis or a prediction

is desired.

– Diagnosis is a task of identifying the most
likely causes given a set of observations. A

good example of this kind of reasoning is

medical diagnosis, where the focus is placed

on identifying diseases a patient may be suffer-

ing from and ordering them from the most

likely ones to the least likely ones given test

results. In theBreast Cancer example, a doctor

may be interested in diagnosing the absence of
breast cancer in a non-smoker patient suffer-

ing dyspnea. In this case, setting as evidence

the value false on variable Smoker and the

value true on variable Dyspnea, the computa-
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Fig. 2. Example of a Bayesian network representing the causes, symptoms and signs of breast
cancer together the conditional probabilities of each node. Observe that to define probabilities,
the names of variables have been abbreviated: P for Pollution, BC for Breast Cancer, S for
Smoker, X for X-Ray and D for Dyspnoea. Moreover, all variables have been considered
binaries with values true (t) or false (f).

1 Capital letters are used to denote variables and lower cases are
used to represent the values (also called states) of a variable.
2 Pðx1; . . . ; xnÞ denotes the probability that variable X1 has the
value x1.and... and variable Xn has the value xn.



tion ofP(BC= false|S = f, D = t) is performed

by the propagation of that evidence.

– Prediction, on the other hand, attempts to

identify the most likely event given a set of

observations. For example, in the same Breast

Cancer example, if the doctor knows that a
patient is a smoker, he/she could be interested

in predicting the probability of having breast

cancer, i.e., to computeP(BC= t|S= t). Then,

the propagation of the evidence defined by the

true value on variable Smoker will provide the

required probability. Diagnosis looks at the

past and present to reason about the present

while prediction looks at the past and present
to reason about the future [37].

� Abduction, used to look for the configuration of a

set of variables, called explanation set, that max-

imize the joint probability given the observed

evidence [36]. The abduction process is called

total or partial depending on whether the expla-

nation set contains every not observed variables

or only just a subset of them. This process can be
generalized to find also the k most probable

explanations [46] and it is used to explain evidence

and to extract profiles.

– Explanation of evidence consists of identifying
the most likely causes given a set of observa-

tions. For example, in theBreast Cancer exam-

ple, the doctor may be interested in identifying

the reasons that explain that a non-smoker
patient has a breast cancer. In this case, the

objective should be to obtain the ‘‘photo’’ of

the state of the whole system modelling breast

cancer. Therefore, obtaining the configuration

of the unobserved variables, Pollution, X-Ray

and Dyspnoea, that has maximum probability

may shed light to explain the target variable

Breast Cancer given the available evidence on
Smoker.

– Profiling.Moreover, in terms of data analysis,

abductive inference tries to find themost likely

profile of individuals in a population, under

certain conditions imposed by the observed

variables [29]. For instance, in the Breast

Cancer example, the doctor may be interested

in defining the profile of breast cancer patients.
In general, the profiles may be given by some

(partial abduction) or all (total abduction)

system variables.

2.4 Construction of a BN

ABayesian network can be developedmanually [37,

47], from the specific literature and with the help of
experts in the domain to model; automatically, by

applying learning algorithms [48] or by a mixture of

both [49].

Themanualprocessconsistsoftwomainstages: (a)

building the structure of a network with the help of

human experts, by selecting the variables and draw-

ing causal links among nodes, and (b) introducing

the corresponding conditional probability distribu-

tions, given by conditional probability tables (CPT)

when variables are discrete. In general, the manual
construction of BNs encounters several problems.

Ideally, those CPTs should be obtained from objec-

tive data but, in practice, the lack of objective data

often forces the knowledge engineer to obtain the

CPTs from human experts’ estimations. Unfortu-

nately, subjective estimates are often inaccurate due

to different biases [50–51] and it is necessary to fix

them. On the other hand, when the graph of the
network grows large—say several dozens of

nodes—it is more and more difficult for the human

expert to intuitively grasp the structure of the net-

work and for the knowledge engineer to explain it.

The automatic process, also known as learning,

consists in taking adatabase and applying one of the

many algorithms that yield both the structure and

the conditional probabilities. This method requires
the database to be properly designed and data is

thoroughly collected. Most software tools provide

functionalities to build Bayesian network from

databases, but OpenMarkov [52, 53] provide learn-

ing wizards very easy to use. Learning can be

classified into two types:

� Structural learning, by which the structure of the
Bayesian network is obtained, that is, the rela-

tions of dependence and independence between
the variables involved. There are several algo-

rithms to build the network graph from a data-

base, depending on whether the structure is fixed

or not.

– In the first case, the most used fixed structures

are Naı̈ve Bayes (NB) [54] and TAN [55]

because of their good results, mainly used in

classification problems. Fig. 3 shows an
example of both structures. Naı̈ve Bayes

graph (Fig. 3(a)) is an easy structure defined

by one parent classification variable (C) with

several children (X1, X2, . . . , Xn), the predictor

variables, which are conditional independent

given their parent. The TAN structure (Fig.

3(b)) is similar to NB but it incorporates
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Fig. 3. (a) Naı̈ve Bayes structure with one classification variable
(C) andN predictor variables (X1, X2, . . . ,Xn). (b) TAN structure
incorporating relations among features.



dependence relations among the predictor

variables.

– Alternatively, when the structure is not

known, the best-known algorithms for obtain-

ing it are K2 [56] and PC [57]. The algorithm

K2 attempts to find an optimal network in
terms of the likelihood of the database for each

candidate network. In contrast, the PC algo-

rithm tries to determine the structure of the

network through statistical tests of indepen-

dence. None of the methods is superior to

other [38] and both operate with discrete

variables; hence, continuous variables must

be discretised [58].
� Parametric learning algorithms: provides the

quantitative component of the Bayesian network

defined by a given structure, i.e., the probability

distribution associated with it. The parameters in

this case are obtained by maximum likelihood

estimation or by EM algorithm [59].

Finally, a Bayesian network can be developed

from a mixture of manual and automatic construc-
tion, usually determining the structure manually by

human experts and then, learning automatically the

parameters from databases [60, 61].

Several software tools, such as Elvira [62, 63] or

HUGIN [64, 65], allow to easily build Bayesian

models, both manually and automatically, and

provide libraries for performing both types of

inference.

2.5 Model evaluation

The assessment of a BN’s functionality is critical

regardless of whether the model was built for

description, classification, or prediction. The valid-
ity of amodel is evaluated not only to ensure that the

model describes the system of interest but also to

perpetuate an ongoing, iterative process of criti-

quing and improving the model [32]. When data

are available, comparing predicted values with

actual values is the most straightforward way to

discern the predictive accuracy of a model; unfortu-

nately,most times this is not the case and someother
methods must be used.

Models built using expert knowledge require

different approaches to model validation. The

experts participating in the elicitation should be

asked to provide opinions of the final network’s

accuracy, and if data are available against which to

compare, a BN can be evaluated using measures of

predictive accuracy, deviations from expected
value, and the extent to which predictions are

calibrated (information reward) [66]. Other authors

[67] recommend evaluating BNs through sensitivity

analyses, in which the magnitude of the effects of

changes in a network’s structure or parameters are

measured. When BNs are developed by a learning

process, other measures of fit are used, such as the

Bayesian Information Criterion (BIC) that also

considers model parsimony [68] and Receiver Oper-

ating Characteristics curves (ROC) and confusion

matrix that compare sensitivity against specificity
[69]. A review of metrics related to predictive

accuracy of models can be found in [70], although

cross-validation is often used when there is no

explicit set of test data. It is built upon the premise

of partitioning data, so that a model can be learned

from one data set (the training set) and the resulting

derived model’s predictive accuracy is evaluated

against the remaining data (the testing set) [71].
There are many approaches to cross-validation in

the literature, with general advice that the method

chosen best represents the research goals and data

characteristics while minimizing the trade-off

between complexity and performance [72]. K-fold

cross-validation involves randomly splitting cases

into k equally sized partitions, cross-validating

each partitioned sample across the remaining parti-
tions, and then averaging predictive performance

across all partitions. The main advantage of k-fold

cross validation is that it allows the use of as much

training data as possible while protecting against

model over fit and providing measurements of

predictive performance [32]. Additionally, when k

is greater than two but also not too large, k-fold

cross-validation at least partially addresses the
‘‘bias/variance’’ dilemma [73], in which minimiza-

tionof potential bias andprediction error created by

an inappropriate data split competes with the mini-

mization of variance that is created by using a

number of training sets to estimate model para-

meters. So that, it is recommended that k takes a

value between 5 and 10 [72].

In addition to evaluating the predictive perfor-
mance and sensitivity of a model, a final evaluative

measure involves considering its complexity [32] as

part of a holistic evaluation. Complexity can be

measured by the number of variables, links and

node states, and is typically used for comparing

different models [70].

3. Learning analytics through Bayesian
networks

Bayesian networks are a powerful tool to be used in

the context of Learning Analytics by several rea-

sons. First, as it has been said before, a Bayesian

network provide a compact way of extracting

knowledge from the application of learning meth-
ods, allowing to combine the knowledge given by a

human expert with the data collected in a database,

even having incomplete data. Thus, this facilitates

the construction of models that adjusted to the

Carmen Lacave and Ana I. Molina 883



reality, avoiding the over adjustment that can be

produced using data which represent only part of

reality.

On the other hand, one of the main drawbacks of

the methods commonly used in data mining is that

they are difficult to interpret because they act as
‘‘black boxes’’, providing results without explana-

tion. This trouble can lead to the lack of confidence

by the user, which complicates decision making in

any field, and to the inability of users to validate it

[74]. However, one of the most important advan-

tages of this Bayesian networks to be used in the

context ofLearningAnalytics is that the structure of

the associated DAG of a Bayesian network allows
to understand, in an intuitive way, the relations of

dependence and independence existing in a set of

variables, even if the user does not have any knowl-

edge on artificial intelligence [35]. If two variables

are dependent, this relation can be represented by a

path that connects these nodes; alternatively, if two

variables are independent, there should benoway to

join these nodes. In this context, the concept of
dependence between variables is related to the

concept of connection between nodes. Therefore,

it is possible to find out, with no need of carrying out

any numerical calculations, which variables are

relevant or irrelevant for some other variable of

interest (for instance, a prediction indicator). This

process is also known as relevance analysis [38] and

it is very useful to easily understand how informa-
tion is transmitted in thesemodels.Wewill illustrate

through a toy example adapted from [36] how the

relevance analysis is performed in Bayesian net-

works so that two variables are irrelevant if no

information can be transmitted between them [38].

Example (Sick or Love). Peter’s parents just got home
after spending a week away on a business trip when
they see a letter in the mailbox informing them of their
child’s suspense on the University access test. They
know that the only reason for Peter’s failure is that he
has not studied enough. Peter says to their parents that
during the last week, during the examination days, he
felt sick; however, when they are leaving home to go
with Peter to the doctor, the neighbours congratulate
them on how nice is the girl with whom they have seen
Peter in and out of the house for the last week. Then,
they decide to stay at home and avoid visiting the
doctor.

The graph in Fig. 4 shows the five relevant variables

and their causal relationships: being sick (Sick) and

having a girlfriend (Girlfriend) can cause Peter does

not study (Not Study) and this can cause the exam

failure (Exam Failure). Moreover, if the neighbours

see Peter dating a girl, they can tell it to Peter’s
parents (Neighbours Tell). Assuming the correctness

of the example model (see [37] for a more detailed

description about the manual development of

causal Bayesian networks), the concept of d-separa-

tion introduced in section 2.1 explains how the

existence of evidence on one variable might block

the flow of information in a network and therefore,

the network can be interpreted in the following way:

� The serial connection Sick!Not Study! Exam

Failure reflects the fact that while the state ofNot

Study is not known, information about either

Sick or Exam Failure will influence the belief on

the state of the other variable. However, given

that the state ofNot Study is known, any informa-

tion about the state of Sick will change the belief
about Exam Failure, and vice versa. The serial

connection Girlfriend ! Not Study ! Exam

Failure can be interpreted in a similar way.

� The converging connection Sick! Not Study 
Girlfriend can be interpreted as follows: if no

evidence is available about the state of Not

Study then information about the state of Sick

will not provide any derived information about
the state of Girlfriend. In other words, being sick

is not an indicator of having a girlfriend, and vice

versa, i.e., they are independent. However, if

evidence is available onNot Study, then informa-

tion about the state of Sick will provide an

explanation for the evidence that was received

about the state of Not Study, and thus either

confirm or dismiss Girlfriend as the cause of the
evidence received for Not Study. For example, if

Peter recognises that he has not studied, knowing

that he is not sick increases the belief on he has a

girlfriend. The opposite, of course, also holds

true.

� In the diverging connection Not Study  Girl-

friend!Neighbours Tell, if the state ofGirlfriend

is not known, receiving information aboutNeigh-
bours Tell will influence the belief about Not

Study since having a girlfriend is a possible

explanation for not having studied. The updated

belief about the state of Girlfriend will in turn

make update the belief about the state of Neigh-

bours Tell. If the state of Girlfriend is known, the

information received about the state of the either

Not Study or Neighbours Tell is not going to
change our belief about the state of Girlfriend,

and consequently the belief about the other, yet

unobserved, variable is not going to be updated.

Then, BN provide flexible methods of reasoning,

and well-founded on probability theory statistically
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Fig. 4. The Bayesian network for the Sick or Love example.



robust enough, capable of providing meaningful

results, predicting the value of unobserved variables

and explaining the observed ones.Assuming that I is

the indicator inwhichwe are interested andE is a set

of variables that can be controlled by the adminis-

tration board, the prediction for the value of I given
E can be obtained by computing the distribution

P(I |E ) thatwould provide us the likelihood of each

possible value of I given each possible configuration

ofE [38]. Besides, any variable of a BN can be either

a source of information (if its value is observed) or

object of inference (given the set of values that other

variables in thenetworkhave taken).Reasoningwill

be then diagnostic or predictive depending on what
evidence is available. The distinction between these

two types of reasoning may blend in many real-life

applications and it is often difficult to draw a line

between them [37].

Several software packages provide easy interpre-

tations of the modelled domain and the reasoning

performed in the network. This is the case of Elvira

[62, 63], which includes facilities to generate static
and dynamic explanation for Bayesian networks.

To summarise, BNs comprise concepts andmeth-

ods from different research areas involved in the

Learning Analytics field, such as machine learning,

artificial intelligence, information retrieval, statis-

tics and visualization [25].

4. Related works

The analysis of educational databases [5] can help to

the extraction of knowledge [77] in terms of certain

characteristics such as academic performance [6, 78]

or student dropout [7–9]. This analysis allows to

model the behavior of dropouts, predict future

dropouts, and identify patterns or profiles of stu-
dents at risk, giving a chance to counsellors to advise

and guide students into success. However, without

the application of data mining techniques is very

complicated to analyse the enormous amount of

data available [79]. Different types of algorithms

and techniques are used for information retrieval

from educational databases [5].

Several works have tried to predict academic
performance and the risk of dropping out of stu-

dents [1, 80], applying different methods, such as

classification [3, 10], regression [11–13], decision

trees [14–18], genetic algorithm [19] or a combina-

tion of several methods [20–22] for their prediction

in educational setting. To make such prediction,

several attributes are used, such as academic, social,

demographics, personal and family data.
In last years, the incorporation of BNs into

educational and institutional research is gaining in

popularity and application [31, 81–83]. BNs offer an

excellent approach to dealing with the uncertainty

inherent in educational research [84], also offering

an intuitive, accessible modeling capability that

supports the decision-making and policy-setting

processes [85].

The study conducted by Kotsiantis et al. [86] is

considered one of the pioneering studies that inves-
tigates the application of machine learning techni-

ques for dropout prediction. The objective of this

study was to identify the most appropriate learning

algorithm for the prediction of students’ dropout.

Several experiments were carried out with data

provided by the Hellenic Open University and it

was concluded that the Naı̈ve Bayes algorithm can

be successfully used. In addition, a web based
support tool was created to automatically recognize

students with high probability of dropout. In [87], a

model for predicting students’ performance levels

was proposed employing three machine learning

algorithms: instance-based learning classifier, deci-

sion tree and Naı̈ve Bayes. It was concluded that

Naı̈ve Bayes indeed performed better than any

other machine learning algorithm. Fernández et
al. [38] propose a methodology for analyzing per-

formance indicators of higher education based on

the use of Bayesian networks and apply the meth-

odology for the particular case of the University of

Almerı́a. This study works with several indicators

(student performance, averagemarkwhen admitted

to university, etc.) and an analysis of relevance from

theBayesian network is obtained.Morales et al. [29]
presented a study in which built a Bayesian network

based on data of students from their university and

they made an analysis of data by propagating

probabilities and extracting profiles through abduc-

tive inference. In [88], the author uses Naı̈ve Bayes

classification algorithm to generate predictive

models for engineering student’s dropout manage-

ment, based on the previous year student data. They
collected the student academic data like High

School grade, Senior Secondary grade, and stu-

dent’s family position, etc., to predict the student’s

performance and to find those students who need

special attention. Sharabiani et al. [60] create a

model using a database of the undergraduate engi-

neering students atUniversity of Illinois atChicago.

The specific objective of this model was to identify
the students who might receive low grades and

hence need extra help from the educational autho-

rities. The suggested model was tested against the

conventional models proposed in the literature and

it performed better these in grade prediction.

Finally, some authors have compared the pre-

dictive performance of educational researches that

use BNs to model with other techniques (mainly
decision trees or neural networks) [60, 75]. Most of

these studies tried to predict student success [89, 90]

and dropout from online classes [20, 91]. Some of
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them concluded that the accuracy of Bayesian net-

works was worse than the other two methods [20,

90, 91], while others found opposite results [89, 92].

On the other hand, there are authors likeNikolovski

et al. [93] who state that the higher percentage of

accuracy of any classifier algorithm is totally depen-
dent on the quality of attributes and data model

which are selected for the data collection.

In this paper, a different approach to address

dropout prediction is presented and illustrated

through a real case study. To that end, a database

containing both academic and social data of the

students enrolled in the CS degree during four

courses is used to learn several Bayesian networks,
both with fixed and unfixed structure. Then, these

probabilistic models are interpreted, evaluated and

compared, revealing some interesting results. The

main innovations of the work are related, on one

hand, to the use of unfixed learned structures as

classification models, and, on the other, to the

methodology used to interpret and evaluate them

with the use of the Elvira program, because it
provides specific facilities to interpret the results

[75].

5. Case study

This section illustrates through a real case study

how the automatic development of Bayesian net-

work from a data collection can be used to address
the analysis of CS dropout at University of Castilla-

La Mancha.

5.1 Data collection

The UCLM office provided us with a database

containing 2570 records representing both aca-
demic and social data of the students enrolled in

the different CS degrees imparted at UCLM in

Computer Engineering (ISI), Technical Engineer-

ing in Computer Management (ITIG), Technical

Engineering in CS Systems (ITIS) and theDegree in

Computer Engineering (GII), taught both in the

Campus of Ciudad Real and in the Campus of

Albacete of the UCLM, and including information
about whether each student dropped out in some of

the courses from 2008–2009 to 2011–2012. After

eliminating those who moved to another CS career

and those who come to the UCLM to study tem-

porarily (Erasmus and Sicue/Seneca), the initial

database was reduced to 363 records with 18

fields, corresponding to the data of students who

dropped out in some academic year within the
period 2008–2009 to 2011–2012. This stage of pre-

paration of the database has been the most labor-

ious, confirmingwhatwas revealed by other authors

[61].

5.2 Automatic modelling of the Bayesian network

To address the main goal of our research work, a

Bayesian network was developed to model the

relationships among the data represented in the

database in order to identify the different profiles

of the student that leaves CS studies, and after,

performing a relevant analysis.

First, one variable was defined for each of the
eighteen field in the database. One of the main

problems of BN is that the excess of granularity in

the definition of the values of the variables can

increase the computational complexity of the algo-

rithms. Therefore, as a previous step, some variables

with many values were simplified, such as those

related to age, the city name of the home family,

parent’s studies and professions, and those related
to the number of subjects enrolled, passed, validated

and failed. For example, for the description of the

family municipality it was simplified to represent

only if the student came from a town or a province

capital; the age values were grouped by intervals, as

well as the number of subjects or the number of

years that the student remains in the degree before

leaving. In short, the variables considered in the
analysis and their values were as follows:

� CS_STUDIES (CS), for the names of the CS

degrees imparted at UCLM, i.e., GII, II, ITIS,

ITIG.
� CAMPUS (CP), with values Albacete and

Ciudad Real, the two campus names where CS

studies are imparted.

� SEX (S):Male and Female.

� AGE (A) of the studentwhen leaving studies, with

4 possible values: [20,25], [26,30], [31,40] and

[41,50].

� PROVINCE_FAM (PF): the name of the Span-
ish province where the student’s parents live.

� CITY(C): represents if the student family lives in

a province capital or in a town.

� KIND_ACCESS_UNIV (KAU), defining the

way of access to Spanish University, i.e., Profes-

sional Training (PT), Validation of foreign stu-

dies (FOR), university entrance exam (UEE),

access exam for people aged older than 25
(OLD25), Technical Engineers (TE) and Gradu-

ates (GR). The data base also contains the value

UNKNOWN.

� SUBKIND_ACCESS_UNIV (SAU): different

values depending on the kind of access to Spanish

university, such as UEE_LOE, PT access, and so

on.

� MARK_ACCESS (MA), to define the access
mark to University, if it applies. It has been

discretized in the intervals [5,6), [6,7), [7,8), [8,9)

and [9,10].

� FATHER_STUDIES (FS) and MOTHER_-
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STUDIES (MS): defines the studies level of the

student’s father and mother, respectively, with

values NonApplies (when it is unknown), No

Studies, Primary, Secondary, Higher.

� FATHER_WORK (FW) andMOTHER_WORK

(MW): with values from 0 to 10 defining different
professional levels, ranging from unemployed (0)

to director of a large company (10), and a Non-

Applies value when the work is unknown.

� ENROLLED_SUBJECTS (#ES): Total

number of subjects enrolled in the academic

years from2008–09 to 2012–13 grouped in several

intervals the intervals [0,5], [6,10], [11,15], [16,20],

[21,25], [26,30], [31,35].
� PASSED_SUBJECTS (#PS), FAILED_SUB-

JECTS (#FS) and VALIDATED_SUBJECTS

(#VS): Idem for passed, failed and validated

subjects, respectively.

� YEARS_NUMBER (YN): It represents the dif-

ference in years between the abandonment year

and the first enrolment year. The database

included students who were enrolled for the first

time up to 13 years prior to the year they dropped

out, so that some subsequent results may attract

attention. The intervals for this variable are: [0,1],

[2,3], [4,6] and [7,13].

Once the database was prepared according to the

previous definition of variables, several BN were

developed in a sequential process, depending on

different objectives.

5.2.1 Fixed structure

Initially, the first aim of this work was to predict the

abandoned studies according to the evidence known
about a student, since during the years studied in

this work 4 different CS curricula were offered.

Therefore, a Naı̈ve Bayes (NB) model was devel-

oped definingCS_STUDIES as the dependent vari-

able and the rest as predictors. It was obtained the
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(a)

(b)

(c)

(d)

Fig. 5. (a) Naı̈ve Bayes model representing all the variables of the database. (b) Zoomed variable CS_STUDIES. (c) NB network after
propagating evidence on variablesCAMPUS, SEX,AGE,KIND_ACESS_UNIV, SUBKIND_ACCESS_UNIV. The observed nodes are
set in a darker colour. (d)ZoomedvariableCS_STUDIES after evidence propagation. Bothnetworks (a) and (b) havebeenobtainedusing
the ELVIRA software.



BN shown in Fig. 5(a) which represents that the

abandoned studies dependon the rest of variables of

the database. Fig. 5(b) shows a zoom on CS_STU-

DIES revealing that, when no evidence is available,

the most probable degree to be left is ITIS, with a

probability of 0.35. In fact, the 35%of the records in
the database correspond to ITIS. In this context, we

reasoned in two ways: the first one was introducing

certain evidence on some predictor variables to

obtain which CS program is the most probable to

be dropout. For example, for a student that has left

CS studies, being a male, enrolled in Ciudad Real,

he is 23 years old and he has accessed University

through the most usual way, the Pre-registration in
1st year, after passingUEE, the evidence E = {CP =

CiudadReal, S = male, A = [20–25], KAU = Pre-

Registration, SAU = Selectividad, MA = 5} is set.

Then, an evidence propagationprocess is performed

to compute P(CS_ESTUDIES|E), as shown in

Figs. 5(c) and 5(d). It can also be observed how

probabilities of every state of CS_STUDIES have

changed after evidence propagation. Now, the

probability that such example student left ITIS

studies has increased from 0.35 (Fig. 5(b)) to 0.52

(Fig. 5(d)).

If the aim of the work was, for example, the

prediction of the number of years that a student

remains enrolled before leaving the studies, the
dependent variable should be YEARS_NUMBER.

The other kind of reasoningwas a total abduction

process to identify the most probable profile of

dropout student. According to such model, and

with a probability of 0.0000113, the profile corre-

sponded to a male among 20–25 years old, enrolled

in Albacete campus, whose family resides in Alba-

cete province, and he comes fromaprovince capital,
who accessedUniversity throughPre-registration in

1st year andUEE_LOEwith amarkof 5; his parents

both had primary studies, hs father worked in a

Level_7 job and his moher is unemployed. More-

over, the number of enrolled subjects were among 6

and 10; and the number of validated, passed and

failed subjects were all among 0 and 5. Finally, he

was only enrolled for one year. To validate the
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Fig. 6. (a) TANmodel obtained with the Elvira program representing a classification problem on CS_STUDIES variable considering the
dependences among the predictor variables. (b) Zoomed variable CS_STUDIES. (c) Network after propagating evidence on variables
CAMPUS, SEX, AGE, KIND_ACESS_UNIV, SUBKIND_ACCESS_UNIV. (d) Zoomed variable CS_STUDIES after evidence
propagation.



results, a search in the database was made to look

for recordswith these values.However, therewas no

one corresponding to such profile. Consequently,

this fact made us suspect that the model was not

accurate enough.

After studying the graphicalmodel, it was noticed
that several predictor variables may not be comple-

tely independent. Therefore, a TAN algorithm was

applied to represent those dependences among vari-

ables. The resulting BN is illustrated in Fig. 6(a),

obtaining the same probabilities on CS_STUDIES

(Fig. 6(b)). The learned model of Fig. 6(a) shows

several reasonable dependences as, for instance,

from ENROLLED_SUBJECTS to VALIDA-

TED_SUBJECTS and PASSED_SUBJECTS,

but there are others quite strange, such as the one

from FATHER_WORK to MARK_ACCESS.

Anyway, a similar reasoning process to that per-

formed on the NB model, was made in this TAN

model: the same evidence was propagated, obtain-

ing other posterior probabilities on the unobserved

variables (Fig. 6(c)). For example, for the findings as

those of Fig. 5(c), P(CS_STUDIES=GII|E) is sig-

nificantly different to the values obtained in the NB

model (Fig. 6(d)). Also, a total abduction process

was performed to get the most probable configura-
tion of all variables and the obtained profile was

equals to that found in the NB model except that in

this case the father is also unemployed, the number

of failed subjects is among 6 and 10, and the profile

probability is a bit higher, 0.00007. Again, the

database did not contain any record representing

the most probable profile.

Because of such differences among the obtained
results, considering also the many dependences

among the predictor variables, and that in the

database there was no record representing any of

the two profiles, it was decided to build a prediction

model but without imposing any fixed structure to

the learning algorithm.
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(a)

(b)

(c)

(d)

Fig. 7. (a) BN learned after applying K2 algorithm using Elvira software. (b) Zoomed variable CS_STUDIES. (c) BNAfter propagating
evidence on variablesCAMPUS, SEX,AGE,KIND_ACESS_UNIV, SUBKIND_ACCESS_UNIV. (d) Zoomed variableCS_STUDIES
after evidence propagation.



5.2.2 Unfixed structure

In this stage, the K2 algorithm was applied to learn

a BN from the database, obtaining the BN depicted

in Fig. 7(a). It can be observed that variables SEX

and MARK_ACCESS are independent from the

rest which means that they do not provide any

information to any variable. Moreover, the aban-

doned degree depends only on the number of
validated subjects, the number of years enrolled

and the kind of access to University. The links in

this network should not be interpreted as causal

relations, but as probabilistic dependencies, which

can be easily interpreted with the help of Elvira. In

this program, the type of dependence between the

variables is exposed by the colour and the thickness

of the links. The thickness of each link is propor-
tional to the influence that each node transmits to

another and the red (or darker) colour represent

positive probabilistic dependencies, that is, as the

parent takes greater values, the probability of the

child taking greater values increases. For example,

there is a positive dependency from CAMPUS to

VALIDATED_SUBJECTS, which means that in

Albacete the number of validated subject is greater
than in Ciudad Real, since the values of CAMPUS

are ordered alphabetically (Albacete, Ciudad

Real).

Anyway, the same reasoning processes were per-

formed in this network and, after propagating the

same evidence of the previous examples (Figs. 5(c)

and 6.c)), the distribution probability for CS_STU-

DIES variable is shown in Fig. 7(d). Besides, the
total abduction process provided a probability of

0.00015 for the most probable profile whose config-

uration was like the one provided by the NB model

except that the campus in which the student was

enrolled and the province of family residence was

Ciudad Real, his father’s and mother’s levels of

employment were 1 and 4, respectively, the

number of failed subjects was between 6 and 10,

ant the CS studies that he left was ITIS.
Still, it was decided to use PC algorithm to learn a

new model, shown in Fig. 8. Both the relations

graph and the prior and posterior probabilities

were different from the ones obtained with the

algorithm K2. In this PC model, the variable

CS_STUDIES depend only on the number of

validated subjects. The most probable profile

obtained had a probability of 0.00029 and it was
very similar to the configuration provided by theK2

algorithm except that his city and province was

Albacete, his age was greater than 30, his father’s

work was Level 5, the number of enrolled subjects

was between 1 and 5 and the number of passed

subjects was between 0 and 5.

6. Results and discussion

With the aim of making informed choices, it is

recommended to develop several models and com-

pare their properties both empirical and concep-

tually before deciding which one is the best that fits

the stated objective [76, 93].

The accuracy of the models obtained in the

previous section was compared by 5-fold cross
validation (given the limited amount of cases)

using the Elvira program. Table 1 shows the

values obtained for the logarithm of the probability

score which allows to conclude that K2 has better

learning performance than the others, as it has also
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been found in other works in the educative context

[38, 76, 83].

The complexity of the learned structures can be

measured by the number of links appearing in each

graph, shown inTable 2. It can be seen that themost

complex model is the one obtained by TAN algo-

rithm and the simplest model is provided by PC

algorithm. However, as Fig. 8 shows, the graph
does not reflect every dependence among variables,

undoubtedlybecauseofthedatabasehasnotenough

number of records to identify throughPC algorithm

all those relations. With respect to K2 and NB

models, although both have a similar number of

links, K2 graph is easier to understand and more

intuitive because there are no crosses between edges.

Therefore, given the obtained results and taking
into account that the objective of this research work

is not only to get a good classification model, but

also to identify the relationships between data in the

data base that explain CS studies dropout, it can be

concluded that the best model that explain is the

Bayesian network learned through K2 algorithm

(Fig. 7). However, the dependencies identified in the

network learned through PC algorithm (Fig. 8) also
appear in the network learned through TAN algo-

rithm (Fig. 6) and K2 algorithm (Fig. 7). This fact

suggests that those dependencies clearly underlie the

data and can be interpreted as that the number of

years that a student is enrolled at university before

leaving it depends on his/her age and his/her

mother’s work; the specific CS degree left depends

directly on the number of validated subjects; the
number of failed subjects depends on the number of

enrolled subjects; and the mother’s studies depend

on the father’s studies.

Moreover, fromK2 network some other interest-

ing information can be extracted:

� Gender andmark access of students who leave CS
Studies are not relevant factors affecting the left

degree. This fact makes sense because in the case

of sex, 81% of the students in the enrolment

database and 85% in the abandonment database

were men; regarding mark access, 82% of leaving

students have the same mark, between 5 and 6.

� The specific CS degree left depends directly not
only on the number of validated subjects but also

on the number of years enrolled and the kind of

access to university; being these factors depen-

dent on the student age. Therefore, theCS degree

left depends also on the student’s age.

� The number of failed subjects depends not only on

the number of enrolled subjects but and the

number of passed subjects, which is completely
logical.

� The number of years a student remains enrolled

before dropping out his/her studies depends not

only on his/her mother’s work but also on the

number of enrolled subjects and the number of

passed subjects, what makes sense because these

factors can be directly related to the economic

situation of the student.
� The number of validated subjects depends on the

campus enrolled, which may be due to the differ-

ences in the curricula of both campus.

� The campus where the student is enrolled affects

the province of family residence, which is coherent

because students tend to enrol at the campus

closest to their family residence.

Regarding the profiles, Table 3 resumes the con-

figurations obtained for the eighteen variables for

each of the four earned models, represented in the
rows. The columns are labelled with the abbreviated

names of the variables and the last one contains the

probability computed for all variables simulta-

neously.

The low probabilities for the profiles reveal a

great heterogeneity of the data, mainly due to the

high granularity of some variables, such as the

province of family residence, the parental profes-
sions and their level of studies. However, the most

probable configuration, with a probability of

0.00029, is the one provided by PC algorithm.

This profile correspond to a male (M) aged between

31 and 40 years, enrolled in Albacete (AB) campus,

whose family residence is in a town (T) in Albacete

province, who accessed university by pre-registra-

tion (PRI) and Spanish selectivity (SEL) obtaining
an access mark among 5 and 6 (5, 6); his parent
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Table 1. Log-likelihood score with 5-fold cross validation

PC K2 NB TAN

–9.59 –8.71 –9.88 –10.54

Table 2.Number of links of the networks learned by eachmethod

PC K2 NB TAN

6 18 17 33

Table 3.Most probable configurations and their probabilities

CS CP S A PF C KAU SAU MA FS MS FW MW #ES #PS #VS #FS YN P(C)

NB GII AB M 20–25 AB C PR1 SEL 5–6 PRI PRI L7 UN 6–10 0–5 0–5 0–5 1 0.00001
TAN GII AB M 20–25 AB C PR1 SEL 5–6 PRI PRI L2 L4 6–10 0–5 0–5 6–10 1 0.00007
K2 ITIS CR M 20–25 CR T PR1 SEL 5–6 PRI PRI L2 L5 6–10 0–5 0–5 6–10 7–13 0.00015
PC ITIS AB M 31–40 AB T PR1 SEL 5–6 PRI PRI L2 L5 1–5 0–5 0–5 0–5 7–13 0.00029



studies are primary (PRI) and his father has a work

level of 2 (L2) and his mother, a level 5 (L5); the

number of enrolled was among 1 and 5 and the

number of passed, validated and failed subjects was

between 0 and 5; finally, the number of years

enrolled in university before leaving his studies
was between 7 and 13 and the CS degree left was

ITIS.

The profile offered by K2 algorithm was very

similar, although this differs in the student age,

between 20 and 25; the enrolled campus and

family residence, being CR, the number of enrolled

and failed subjects, which are among 6 and 10; and

the configuration probability, which is 0.00015.
These two profiles are closer to reality than those

provided by NB and TAN algorithms because 35%

of students drop out ITIS degree compared to the

22% that leaveGII. Also, 40% of students who leave

CS studies are from Albacete and 39% are from

Ciudad Real (CR).

7. Conclusions

In this paper, we have addressed the analysis of the

student who leaves CS studies in the UCLM by

using Bayesian networks. With such aim, different

Bayesian network models have been developed

from data obtained from the enrolments database

of the University with the use of Elvira program,
which allows the learning and subsequent editing of

the networkobtained and, also, provides facilities to

interpret the results. These models have been

obtained through the application of the most fre-

quently used learning algorithms, which are, NB,

TAN, PC and K2. The classification models have

been compared by 5-fold cross validation and the

best accuracy was obtained through the K2 net-
work, i.e., the Bayesian network provided by K2

algorithm. Besides, its graph specifies the most

informational dependencies among the variables.

On the other hand, considering both K2 and PC

models, it can be deduced that gender and access

mark are factors that do not affect the specific

abandoned CS studies, but this depends directly

on the number of validated subjects, the number
of years that a student is enrolled at university and

the kind of access to university; being these three

features directly dependent on the age of student

dropping out CS studies.

Regarding the profile of students that desert CS

university studies, both PC and K2 networks offer

similar configurations, being more probable and

realistic than those obtained using the NB and
TAN algorithms.

Finally, taking into account the power of Baye-

sian networks and the feasibility of the described

methodology to develop these probabilistic models

from a data base, authors are preparing a larger

database, with many more records and more infor-

mation of each student, to extract a model that

allows to approach the problem of the abandon-

ment of the students of Computer science from

other different points of view.
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