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This paper presents a method to evaluate the learning-teaching process using machine learning techniques and the

conclusions drawn in an experience on eight courses of very diverse fields. The method is based on data visualization

supported by multidimensional scaling. Students’ learning behavior can be visually interpreted from the graphical results

obtained with this methodology. This proposal allows to identify learning patterns that might either confirm previous

assumptions or expose unknown and unexpected knowledge. Instructors who aim at identifying those factors with larger

impact on the learning-teaching impact might be potential users of this approach. The results obtained on 426 students

prove the usefulness of these techniques as appealing feedback in order to re-adjust the learning-teaching process in

consonance with the actual performance of the students. Specifically, a case study about changing the teaching

methodology to Blend-Learning by using a content management system through Moodle is presented.
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1. Introduction

Analytic methods can shed new light onto the
teaching–learning process by providing instructors

with useful tools to analyze the performance of

students and understand the causes of the observed

behaviors [1, 2]. Data science is a broad topic with

branches that extend into many fields and problem

areas [3, 4]. Among the topic areas [5] of greater

usefulness, those related with multidimensional

scaling, classification and visualization pose special
interest for reporting an accurate representation of

the status of each and every student enrolled in a

specific subject [6].

The bulk of the literature shows how modern

approaches to teaching support the idea of getting

added benefits from evaluation activities [7, 8] , such

as improving the learning process itself [9]. Never-

theless, the instructor usually faces the results from
the evaluation unarmed or with a set of summariz-

ing tools that lack the expressive power needed to

unveil the hidden knowledge that remains captive in

the data sets [2]. Instructors can certainly do better

than using weighted sums in order to grade their

students; and for sure they could use some predic-

tive resources in order to arrange improving actions

[10].
Deep analysis of the data collected from a

running course [3] may serve well in assessing the

impact of developed activities and establishing

metrics in order to measure their effectiveness [11]

. But it is not only the identification of a problem

what matters; knowing what lies ahead is crucial so

as to apply corrective measures need they be. In

this scenario, our proposal aims to show a simple
but effective set of tools that empowers the instruc-

tors on their decision making. The usage of analy-

tical visual techniques such as those presented by

Gomez-Aguilar [12–15] allows for deeper interpre-

tation of the data collected. Visual approaches ease

the monitoring of students’ performance while

analytical methods enable both instructors and

students to determine expected future performance
[10].

What follows reports the usage of discriminant

analysis on data collected on the students’ user

experience while implementing a teaching metho-

dology supported by a constructivist learning

system. The benefits from using such an analytical

and visual approach prove to be decisive by virtue of

the interpretation of the results that this technique
allows.

This paper focuses on the application of discri-

minant analysis on a studyof the impact of changing

the teaching methodology by using a content man-

agement system. A questionnaire of 24 questions

has been used on 8 courses in a wide range of

undergraduate studies. Moodle has been chosen as

the platform of choice for supporting Blend-Learn-
ing, given that it has been widely adopted by

universities worldwide.

The rest of the paper is organized as follows.

Section 1 describes the foundations of discriminant

analysis and their uses.
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2. Fundamentals of discriminant analysis

Discriminant analysis techniques [16], also regarded

as supervised classification techniques, work in a

scenery in which there exists a finite number g of

populations whose probabilistic models of behavior

is determined and known [6]. Their purpose is two

folded:

� To establish rules that allow to assign the

recorded observations to each of the classes.

This type of analysis can be regarded as predic-
tive.

� To describe the differences between the popula-

tions and define which are the features with better

characteristics in the determination or prediction

of the class to which an observation belongs. This

type of analysis can be regarded as descriptive.

Both analysis can shed light on the data collected. In

what follows, both approaches are detailed: first the

predictive, using a Bayesian foundation, and

second, and algebraic development for the descrip-

tive purpose.

2.1 Predictive approach to discriminant analysis

Given N observations with known values {x1 , . . . ,

xN} recorded on a process in which g classes of

behavior are present {C1, . . . , Cg}, the likelihood of

a single observation being generated by class c 2
{C1, . . . , Cg} can be easily calculated using Bayes

theorem [16] :

PðcjxÞ ¼ PðcÞPðxjcÞ
PðxÞ ð1Þ

Bayes rule, which assigns each observation x to that

class c with maximum conditional probability P (c |

x), minimizes themean error [18]. Thus, by compar-

ing the value of P (c | x) given by the different classes,

the practitioner can determine to which of them the

observation must be assign.

2.1.1 Quadratic discriminant analysis

In the determination of the class c with maximum

probability P (c | x), the denominator in Equation

(1) does not contribute any information to the

discrimination, being as it is common to all of the

classes. Thus, Equation (1) can be simplified by

considering only what varies between classes:

PðcjxÞ / PðcÞPðxjcÞ ð2Þ

Considering now a normal probabilistic model for

the behavior of the classes, Equation (2) can be

explicitly determined:

PðcjxÞ / PðcÞ 1

ð2�ÞP2 j�cj
1
2

e�
1
2ðx��cÞT��1

c ðx��cÞ ð3Þ

Now, instead of finding the maximum of Equation

(3) it may be simpler to find the minimum of

Equation (4):

� logPðcjxÞ ¼ 1

2
ðx� �cÞT��1

c ðx� �cÞ

þ 1

2
log j�cj � logPðcÞ þ cte ð4Þ

Equation (4) still displays terms which do not vary

depending on the class. These can be discarded as
well for the sake of simplicity, finally yielding what

now can be defined as the quadratic discriminator

Qc:

Qc ¼
1

2
ðx� �cÞT��1

c ðx� �cÞ

þ 1

2
log j�cj � logPðcÞ ð5Þ

Thus, in order to establish which class originated a

given sample, the class with lower Qc must be
chosen.

Further study on the definition of Qc reveals the

presence ofD(x |�c), the square of theMahalanobis

distance of x to the center of themultivariate normal

distribution with parameters �c = {�c, �c}:

Qc ¼
1

2
D2ðxj�cÞ þ

1

2
log j�cj � logPðcÞ ð6Þ

This implies that the frontiers separating the

domains of prevalence for each class will be quad-

ratic. Fig. 1 shows such a map where three random

populations have been used for illustrative pur-
poses.
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2.1.2 Linear discriminant analysis

Equation (6) can be further developed. Considering

that xT �c–1 �c is a scalar and, thus, equivalent to its
transpose �T �c–1 x, gives:

Qc ¼
1

2
xT��1

c x� xT��1
c �c þ

1

2
�Tc �

�1
c �c

þ 1

2
log j�cjP� logPðcÞ ð7Þ

The term xT �c
–1 x is responsible for the quadratic

nature of Qc. Assuming a set of classes sharing a

common variance-covariance matrix �c = �, this
quadratic term can be discarded for being common

to all of the classes, and a new linear discriminator,

Lc, can be used instead:

Lc ¼ xT��1�c þ
1

2
�Tc �

�1�c � logPðcÞ ð8Þ

Now the decision frontiers are linear and easier to
determine. For two given classes, a simple discrimi-

nant expression such as L2 – L1 = 0 is as simple as it

gets:

L2 � L1 ¼ xTð�2 � �1Þ þ �2 � �1 ð9Þ

Fig. 2 shows the linear discriminant map for three
random population, such as those used in Fig. 1, for

illustrative purposes. When compared, linear dis-

criminant analysis has discarded the fine nuances

displayed by quadratic discriminant analysis.

For predictive purposes, it might not be that

interesting to use Lc instead of Qc; but linear

discriminant analysis poses unique benefits for

descriptive purposes, as it will be shown below.

2.2 Descriptive approach to discriminant analysis

The focus now will be to determine linear combina-

tions such as:

y1 ¼ �11X1 þ � � � þ �1pXp

y2 ¼ �21X1 þ � � � þ �2pXp

� � �
yp ¼ �p1X1 þ � � � þ �ppXp ð10Þ

so that the coordinates of an observation x will be

expressed in a new algebraic base whose compo-

nents are traditionally named discriminant func-
tions.

In order to determine the coefficients of this base

of discriminant functions, two goals are established:

1. The new base must provide maximum separa-

tion between the different classes.

2. The classes will be internally as compact as

possible.

Two assumptions are made in what follows:

� The non-degenerated multivariate normality of

the classes

� Homoscedasticity of the variance-covariance

matrices (�1 = �2 = . . . = �g)

Many authors have claimed the robustness of the

method against deviations from these two assump-

tions. Generally speaking, if the number of samples

is large and the groups are formed by a similar

number of samples the robustness increases. Never-

theless, it seems sensible to delve on the conse-

quences of not meeting these assumptions and the

technique available to identify this situation.

2.2.1 Non-degenerated multivariate normality

As long as the distribution of the variables does not

deviate from multivariate normality, good quality

results can be expected [19].

The most important consequences will be found

on the hypothesis tests, as they test concrete para-

meters over theoretical distribution models. The

lack of normality may wind up from the presence

of an outlier or the lack of symmetry on the
distribution shape. Generally speaking, if the data

set has a large number of observations, the impact of

this lack will not be especially important. In that

case, a deeper analysis of those observations lying

closer to the decision frontiers would suffice.

The distributions must be non-degenerated, that

is, the variance-covariance matrices cannot have

null autovalues. This situation can appear both
when two variables are highly correlated and con-

tain similar information (singularity), andwhen one

of the variables can be expressed as a linear combi-

nation of the others (multicollinearity). In both
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cases the variance-covariance matrix does not have

complete rank and thus cannot be inversed.

In large data set, the likelihood of either perfect

singularity or multicollinearity is negligible. Never-

theless, high correlation values imply ill conditioned

variance-covariance matrices and unstable inver-
sions. This situation is not one to worry too much

as the solution is pretty simple just by applying

stepwise variable selection techniques and sequen-

tially adding variables to the discrimination.

2.2.2 Homoscedasticity

This assumption is usually the one harder to meet.

To be identical, the variance-covariance matrices

must be identical term by term, what for a couple of

symmetrical matrices means
pðp�1Þ

2
identical ele-

ments. Hence, this a very severe assumption.
Nevertheless, for large samples, or groups with

similar number of members, the robustness of the

method is highly regarded.

In those cases, where the deviation from the

assumption is important, the observations tend to

be assigned to those groups with large volume. In

this case, if the number of samples is small, the linear

discriminant analysis might provide satisfactory
results. If the quality of the prediction is compro-

mised, quadratic discriminant analysis must be

considered.

Finally, it can be proposed that the best check

to test every particular case comes from verifying

the quality of the results on labelled data, thus

knowing the impact of the deviations from the

assumptions.
The determination of the discriminant functions

requires the definitions of the following matrices:

T ¼ W þ B ð11Þ

B ¼ ðGM � �xÞTðGM � �xÞ
g � 1

ð12Þ

W ¼ ðX � GMÞT ðX � GMÞ
N � g

ð13Þ

whereM ¼ ð�x1; . . . ; �xgÞT is a matrix that comprises
the mean vectors of the different classes and G is a

matrix with label, whose elements gij will be 1 if xi 2
Cj or 0 otherwise.

This way we consider in matrixW the variance of

the observation xi relative to themean xj of class Cj.;

while reflecting inmatrix B the variance of xj relative

to the global centroid.

For a given linear combination
Pp

i¼1 viXi, the
variance associated to the direction given by v will

be �2(v) = vTTv, that can be further decomposed in

the intra-classes variance vTWvand the inter-classes

variance vT Bv.

Considering

� ¼ vTBv

vTWv
ð14Þ

the � parameter provides high values to those

directions with large inter-classes variance and
small intra-classes variance; while providing small

values for those directions that overlap the classes

and where the internal geometry is inflated.

Thence, the most interesting direction can be

obtained by optimizing:

��

�v
¼ 2½BvðvTWvÞ � ðvTBvÞ�Wv�

ðvTWvÞ2
ð15Þ

Assuming that W is not singular (non-degenerated

case) this expression can be simplified:

��

�v
¼ 2ðBv� �WvÞ

vTWv
ð16Þ

By restricting ��
�v ¼ 0 , the numerator of Equation

(16) must be zero then:

ðB� �W Þv ¼ 0 ð17Þ

which yields

ðW�1B ¼ �IÞv ¼ 1 ð18Þ

The solutions to (18) are the roots of |W–1B–�I| = 0,

which is no other than the characteristic polynomial

of matrix W–1 B.

The problem now is stated in a known form, as
the diagonalization of W–1 B and the interpretation

of the results in a similar manner as that of the

principal components analysis. The autovalues

obtained will indicate the discriminant power of

the functions obtained, the autovectors will be

similarly analyzed to reveal the impact of the

original variables on the discrimination.

Most commonly, these functions are sorted
according to their discriminant power.

2.3 Application to the learning context

To show a possible application where techniques

such as discriminant analysis can be employed, we

elaborate inwhat follows on a study of the impact of

changing the teaching methodology by using a

content management system. Moodle has been

chosen as the platform of choice for supporting

Blend-Learning, given that it has been widely
adopted by universities worldwide.

Instructors considered as very positive factors the

ease of use of the Moodle environment, both for

students and faculty, with no prior programming
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requirements and the capability of recycling the

resources created on the courses.

Moodle is based on the pedagogical constructi-

vism principles [20], that is, the learning process is

empowered when done in a cooperative manner;

which is one of themain considerations for those on
the European Higher Education Area

Such a tool makes easier for the instructors to

know which student are highly involved on the

process and those that not, help them in following

the self-assessment of their learning and giving them

feedback.

As far as the students are concerned, the Moodle

environment has provided an increase in the moti-
vation of the student, since the learning process is

focus on the student; it provides easy management

of schedules, deadlines, evaluation and feedback, as

well as easy access to formative resources on

demand.

The resolution of problems and answers to learn-

ing doubts out of office hours, being it through

virtual interviews or face to face meetings with
instructors and colleagues has also been considered

as positive factors, along with the increase in the

review of bibliographical sources.

So as to evaluate the particular results of this

approach versus those obtained via traditional

channels, a questionnaire of 24 questions has been

designed. This questionnaire has been used on 8

courses in very different studies, ranging from
engineering to nursing studies or biotechnology,

among others. A global number of 426 answers

were collected and analyzed using discriminant

analysis.

3. Initial results

We obtained a dendrogram by applying the classi-

fication algorithm in the obtained data from the

inquiry. The dendrogram suggests the existence of

twomain classes that, if a more detailed description

is needed can be broken down to three principal

submodes. The values of the hierarchical index

significantly make a difference these two configura-

tions from the rest.
In regard to two considered classes, Fig. 3 shows

the projection of the Lineal Discriminant Analysis

(henceforth LDA) of the two identified classes. It is

clearly visible the presence of the two considered

classes, even though the separation between them is

not perfect and an overlap region is visible. This

overlap can be due to the significativity of a third

submode of behavior, as it is later proved.
For three considered classes, Fig. 4 shows the

average profiles that represent each class by con-

sidering a cut of the dendrogram in three branches.

In the next section, we provide a detailed analysis of

the characteristics of each class with respect to the

questions asked and the responses provided. Class 1

comprehends the responses of 173 students, class 2

contains 158 and class 3, 95.

4. Discussion

The inquiry consists of 24 questions. Regarding the

age profile, class 1 presents a higher dispersion than

classes 2 and 3. The age distribution of class 1

follows a smoother and less sharp Gauss curve

than the Gauss curves of classes 2 and 3. In classes

2 and 3 the distribution axe of their Gauss curves is
centered at age 19 (44,36% of the population is

19 for class 2 and 57,89% for class 3). Class 3 is

centered at an age between 19 and 20, being 78,95%

of the population in that range and with less

significative percentages in the rest of ages. There-

fore, class 3 is made up of younger students who are

closer and present lower rejection to new informa-

tion and communication technologies, according to

Learning Process Analysis using Machine Learning Techniques 985
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recent research [21–23]. Researchers pointed out

that young people did not meet the so-called digital

divide. The closeness and ability to new information

and communication technologies made us suppose

a higher predisposition to use Moodle as a friendly

tool in the development of the university work of
class 3.

With respect to the commitment in time, it seems

clear that class 3 employs a higher percentage of

weekly time to work in the course with this method,

followed by class 1 and then class 2. This may

indicate that using a methodology using virtual

classroom Moodle, based on tasks and a more

continuous monitoring of these tasks, demands a
certain level of dedication to the course. This has

been expressed in items 22 and 23 of the inquiry in

which students were asked about the most positive

and negative of this methodology. Some survey

respondent valued very positively this methodol-

ogy, stating, ‘‘it allows me to work in a more

organized way and without a great load of work at

the end’’ or ‘‘it is very encouraging, because we can
see the progress of our effort with an immediate

assessment of the performed tasks’’. On the con-

trary, some answers were more critical mentioning,

‘‘the time to perform an assignment is tight’’ or ‘‘we

have many tasks to perform in a very tight time’’.

These two types of divergent responses indicate that

the valuation in terms of time and effort dedicated to

these tasks is essentially related with the learning
style and with the motivation factors and effort that

subjectively influence them.

We can conclude, therefore, that evenmost of the

students pointed out that training is not required for

themanagement of the virtual platform, it would be

appropriate to provide some concepts and operat-

ing instructions for the 5–15% of students that

demand a previous training. It is a low but notable
percentage that justifies a small training. A higher

level of training should be given to students of

classes 2 and 3, who are the youngest and less

accustomed to use these learning tools.

Regarding the question about the teacher ability

to react or respond, class 1 considers that the teacher

response was very fast or fast (75%). Also, class 2

(51%). However, class 3, which presented more
difficulties in the management of the learning plat-

form, thinks that the teacher response was slow

(28%) or do not know how this response was

(53%), maybe because they did not try to ask

doubts or questions to the teacher. This is an

evidence of the ‘‘apathy’’ or ‘‘ignorance’’ in the

use of the platform that class 3 presents.

With respect to the clarity of the proposed tasks,
classes 1 and 2 appreciate good clarity and theywere

reasonably satisfied (95% for class 1 and 87% for

class 2). For class 3 the system is more confusing,

only 25% of the students are satisfied while 54% are

disorientedwith respect what they need to do. There

is again a manifest insecurity to confront the per-

formance of tasks using the virtual environment

Moodle. Students of class 3 are disoriented or lost
in this education system because they do not clearly

understand what they need to do. This system is
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probably too novel, generating distrust and rejec-

tion of the student towards the system. Conse-

quently, even though class 3 represents the

minority of the student body, in future it will be

necessary to pay attention to such diversity, spe-

cially to the orientation and monitoring of these
students.

As to the rhythm of the classes, there are essential

differences in the profile of the three types of

identified behavior. All 3 classes comprehend

responses embracing the full spectrum of diverse

possibilities, clearly class 1 focus its responses in the

most favorable area with regard to rhythm. Class 2

follows closely class 1, but with lower rate of
response ‘‘Very.Appropriate.Rhythm’’. Class 3

finds more difficulties with the imposed rhythm of

learning, with a high number of responses in the

unfavorable spectrum.

For the question, would you have preferred to do

these practical activities in a presence-based mod-

ality? Class 1 is clearly in favor of the system in the

majority of cases whereas classes 2 and 3 havemixed
feelings and most of the opinions say that in some

cases it is better a presence-based system. It is also

remarkable that in classes 2 and 3 there is a small

portion of students (11 to 15%) who do not know

what to answer.

We analyze now the consideration that the plat-

form allows to pursue your own personal learning

system, adapting the education to your timetable
and location availabilities.We can conclude that the

three classes believe, to a different extend, in the

advantages of this system with respect to the avail-

ability. There is a partial exception in class 3 in

which there is an important level of ignorance.

Another question assessed if the student possibi-

lities of consulting bibliographic material using

electronic means, audiovisual media, email and
Internet nets. We conclude that class 1 agrees or

highly agrees with this statement. Class 2 is less

positive but yet agrees. And responses of class 3 are

very dispersed between agree and disagree and

ignorance.

It is surprising that class 3, with a younger

population and admitting having spent more time,

is the one that perceives a lower increase of self-
control. The reason might be that they have good

enough feelings about their personal effort regard-

less the learning system. On the contrary, classes 1

and 2, which declare to dedicate less hours to learn,

consider very appropriate this system as a tool to

improve their self-control feelings.

77% and 87% of the students in class 1 and 2,

respectively, agree or highly agree with the suitabil-
ity of the system. Surprisingly, in spite of the global

negativity of class 3 towards this system in other

questions of the inquiry, 53% of the students agree

with the use of this system andonly 20% think that it

is not useful. All in all, the vast majority of the

survey respondents conclude that the use of this

system is very appropriate, regardless the utility

their own experience with it.

In relation to the degree of satisfaction with the
system, there are big differences among the three

classes. 85.49% of class 1 are satisfied or highly

satisfied about their participation in a course with

this methodology. On the other hand, 35.53% of

class 3 is not satisfied with their participation in

courses with this methodology and a 30.26% do not

know if they are satisfied or not. Therefore, 66.79%

of students in class 3 did not get a good experience
with this methodology.

Less than 10% of the students do not agree about

the repetition of the experience, which means to

have more courses with this methodology. This rate

varies among classes: class 1 presents a higher and

clearer interest in continuing with this methodol-

ogy, 78.82% agrees or highly agrees with it. Class 2

shows a high interest (61.06%), but 30.97% of the
students present doubts about their preference to

get courses with this methodology and mark ‘‘I do

not know’’. Class 3 is more reluctant with 23.68% of

students that reject to participate again in this kind

of experiences and 31.58% of students that do not

know if they would like to repeat this methodology

in other courses. Students of class 3 are less satisfied

with the system.
Students were asked to enumerate three reasons

that they considered as themain difficulties for their

performance under this learning experience through

Internet. The most repeated reason was time. Stu-

dents considered they had few time to carry out all

the activities that they were asked for.

Many students of class 3 pointed out the lack of

communication with the teacher as another factor
that made difficult their correct performance

(52.63%). This is a hint of the difficulties that these

students have with regard to independent learning

because they aremore committed when confronting

blended-learning tasks.

The third reason most significant in class 3 is that

the course was too heavy, with too many contents.

Class 2 also pointed out this fact (34.51%). This
indicates the perception of the difficulty level of the

courses is very different between teachers and stu-

dents and we should make an effort to adapt the

courses to a difficulty level more suitable with

respect to the learning level of all students.

The fact that some students did not have Internet

access at home has been pointed out by 34.32% of

the survey respondents. They needed to take advan-
tage of the time they were at University without

classes or move from their houses to perform the

tasks.
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Finally, we would like to highlight that only a

6.23% of students have shown to not understand

Moodle platform as a significant element of diffi-

culty for their performance. We conclude that

Moodle is a great means of learning at University

range.

5. Conclusions

We have reported the results from the usage of a

visual and analytical technique on the analysis of

data collected from students on the experience of

using a new tool in the classroom.

The results obtained by using such technique,

discriminant analysis in this case, suggest the pre-

sence of three clearly separated classes. The profiles

obtained show that students belonging to one of the
classes display an outstanding predisposition to the

use of servers such as Moodle. Students from

another class, with more moderate responses, are

also comfortable and interested in this kind of

systems. The total number of students in these two

classes are a 78% of the total survey respondents.

Students from a third class—22%of the total survey

respondents—answer in a very critical way most of
the questions, but they admit certain interest for this

kind of education and are predisposed to continue

the experiment.

Machine learning tools, such as discriminant

analysis have proven useful in providing insights

on the performance of students and the causes that

drive them to enhance their results. Instructors can

take advantage of such tools tomonitor the learning
process and to identify areas in need of extra efforts.
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