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Information literacy and lifelong learning are essential for engineers as they constantly renew and expand their knowledge

and skills to keep abreast with the development of new technologies. However, the lack of validated information literacy

assessments relevant for engineering students makes it difficult to determine how well those students are acquiring needed

information literacy skills. We describe validity evidence for the Critical-Thinking Engineering Information Literacy Test

(CELT), an instrument designed to assess students’ information literacy associated with critical thinking in an engineering

context. By examining psychometric properties of CELT through Rasch modeling applications, we present evidence of

appropriate and fair use ofCELTamongfirst-year engineering student populations. Fromour analysis, wefind thatCELT

is appropriate for use in the classroom to assess information skills associated with critical thinking among first-year

engineering students, when students’ experience with English language is part of their score interpretation. We discuss

specific recommendations for use with students who have little experience learning in an English language environment.
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1. Introduction

Today’s graduates in engineering must constantly

renew and expand their skills to meet the demands

of a rapidly changing knowledge-based society. As

part of that growth, theymust be adept in gathering,

evaluating, and using information to make evi-

dence-based decisions. In ABET’s 2016–2017 engi-
neering program accreditation criteria, student

outcome 3.i indicates that engineering graduates

should be able to recognize, ‘‘the need for, and an

ability to engage in life-long learning’’ [1]. Yet,

studies examining lifelong learning among engi-

neering students has shown little improvement in

these skills over the years [2]. The proposed changes

to ABET criteria highlight a specific aspect of life-
long learning, ‘‘An ability to recognize the ongoing

need for additional knowledge and locate, evaluate,

integrate, and apply this knowledge appropriately’’

[3]. Both versions of ABET demand the develop-

ment of engineering students as curious, persistent,

life-long learners who are fluent in information

gathering tools and methods. These students are

also able to distinguish between robust and weak
information, integrate new knowledge when tack-

ling complex challenges, and generate knowledge

through this process. Together these abilities align

with information literacy (locate, evaluate, inte-

grate, and apply information) [4] and critical think-

ing (analyze, synthesize, use engineering judgment,

evaluate information) principles.

Despite the importance of information literacy

in engineering, only a handful of studies have
specifically examined engineering students’ infor-

mation literacy skills [5–8]. Likewise, while there

are rigorously developed tests for assessing infor-

mation literacy in undergraduate students such as

Standardized Assessment of Information Literacy

Skills [9], iSkills [10], and Information Literacy

Test [11], there is a lack of instruments that targets

information literacy in an engineering specific con-
text. To address this need, we developed the

Critical-Thinking Engineering Information Lit-

eracy Test, or CELT, which is designed to assess

information literacy skills in contextualized pro-

blems to better understand how students use infor-

mation when faced with an engineering-related

issue or topic [8].

CELT is a scenario-based,multiple-choice instru-
ment designed to measure competencies at the
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intersection of information literacy and critical

thinking, which we label critical-thinking informa-

tion literacy. CELT includes two short technical

narratives that include a combination of appropri-

ate and inappropriate uses of information to sup-

port claims. Each scenario is followed by multiple-
choice questions that probe understanding of the

quality and appropriate use of information. CELT

is a relatively short instrument (17 multiple-choice

items) designed to be classroom friendly, while still

possessing adequate technical properties to justify

use.

For an assessment instrument in engineering

education to be practically useful, potential users
(e.g., administrators, educators, researchers, and

students) should be able to readily see the relevance

of the instrument to engineering degrees and profes-

sions [12]. Hence, CELT is designed to be poten-

tially useful for program accreditation related

ABET outcomes and inform future lines of large-

scale research considering the role of information

literacy in preparing future engineers.

1.1 Purpose of study and research questions

The purpose of this work is to study the validity of

using CELT as a measure of first-year engineering

students’ information literacy in a technical context.

Our approach to the development of CELT [13] and

ongoing validation studies derive from the concep-
tualization of validity as an argument for interpre-

tation and use of an instrument, based on evidence

and reasoning [14–16]. In addition, the Standards

for Educational andPsychological Testing [17] state

that the three ‘‘cornerstones’’ of quality in assess-

ment rest on evidence of reliability, validity, and

fairness. The contemporary view of validity urges

the need to explicitly state assumptions including
issues of fairness, such as whether students under-

stand items similarly and where the test exhibits no

gender bias [18]. Similarly, Jorion, Gane, James,

DiBello, and Pellegrino [19] argue for the need to

explicitly identify types of evidence to substantiate

usage claims for test results specific to concept

inventories.WhileCELT is not a concept inventory,

we have explicitly based our claim for CELT’s use
on evidence of reliability, validity, and fairness and

designed validation studies to evaluate the degree of

support for our usage claim. Previous CELT studies

informed the design of CELT and iterative revision

(see Section 2.3) [13, 20, 21]. We focus the current

work on studying a version of CELT informed by

previous studies, but not previously tested. Specifi-

cally, we examine evidence to substantiate the
following claim: Students’ scores on CELT can be

used as an indication of first-year engineering stu-

dents’ skills in information literacy associated with

critical thinking in an engineering context. To

evaluate the appropriate uses of CELT, we investi-

gated the following research questions:

� What is the appropriate scoring structure for

CELT?

� To what extent do item characteristics of difficulty

and discrimination vary across CELT items?
� Howreliable are scores (measured byperson-item

fit) on CELT for indicating first-year engineering

students’ information literacy?

� Towhat extent do item characteristics vary across

majority (male, experienced with English lan-

guage instruction) and minority (not male, new

to English language instruction) populations?

2. Literature review

2.1 Information literacy and engineering students

All students need to develop competency in infor-

mation literacy. The Association of College and
Research Libraries’ Information Literacy Compe-

tency Standards for Higher Education [4] include

the ability to recognize a need for information,

locate the needed information, evaluate the quality

of the information and source, and then effectively

apply it. Engineering educators have argued that

similar behaviors are associatedwith life-long learn-

ing among engineers: being able to demonstrate
reading, writing, listening, and speaking skills; an

awareness of what needs to be learned; following a

learning plan; identifying, retrieving, and organiz-

ing information; demonstrating critical thinking

skills; and reflecting on their understanding [22].

In an information-intensive discipline like engineer-

ing, continuous learning is a necessity, and effective

information gathering is critical for continued suc-
cess [23].

Within the information literacy standards, the

components related to evaluation and application

closely align with aspects of critical thinking theory.

Glaser [24] states that critical thinking ‘‘requires

[the] ability to recognize problems . . . gather and

marshal pertinent information, to recognize

unstated assumptions and values . . . to appraise
evidence and evaluate arguments . . . to draw

warranted conclusions and generalizations . . . and

to render accurate judgments about specific things

and qualities in everyday life’’ (p. 6). Paul and Elder

[25] similarly describe that a ‘‘well-cultivated critical

thinker: raises vital questions and problems, for-

mulating them clearly and precisely; gathers and

assesses relevant information . . . effectively comes
to well-reasoned conclusions and solutions, testing

them against relevant criteria and standards . . .’’

(p. 4).

The importance of information literacy is espe-

cially evident in design practices. The design skills
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associated with gathering and using information for

decision-making distinguish experts from novices

[23, 26, 27]. Fosmire and Radcliffe [28] highlight the

role of information literacy in engineering design

through their Information-Rich Engineering

Design (I-RED) model as they state, ‘‘design is a
learning activity whereby existing information is

consumed and new information is created’’ (p. 3).

A handful of studies have been conducted to

study engineering students’ information literacy

skills [29–31]. Denick, Bhatt, and Layton [32] per-

formed a citation analysis of engineering students’

design assignments. They found a heavy reliance on

the use of non-technical websites, incorrect or
incomplete citations, and a lack of use of reference

materials to find technical information. Wertz et al.

[21] found similar results with regards to evaluation

and documentation of information resources but

also added that students were fairly reasonable in

drawing conclusions or inferences from the infor-

mation they consulted. Similarly, Atman et al. [27]

studied engineering students’ information-gather-
ing skills when completing design tasks. Their study

showed differences in students’ information-gather-

ing behaviors as compared to experts in the field.

Younker andMcKenna [33] found similar results in

their investigation of how engineering students used

information to support their design decisions by

examining student reports. Their study showed that

students mostly relied on self-knowledge and
assumptions rather than information obtained

through external sources.

More recent studies targeted the development of

models and protocols for assessing information

literacy in engineering. One such protocol, Info-

SEAD: Seeking, Evaluation, Application, andDoc-

umentation [7, 34], provides operational definitions

for each sub-component of themodel. Among these
four components Seeking and Documenting are

skills that are more procedural and involve knowl-

edge of appropriate search and documentation

practices. The evaluation and application compo-

nents, however, significantly overlap with critical

thinking. Evaluation refers to students’ ability to

critically assess information and information

sources using appropriate criteria and determine
whether they provide trustworthy information.

Application refers to students’ ability to extract

information and apply it appropriately to a problem

they are facing. Application includes reading a

document critically to determine what information

is relevant to the problem at hand, understanding

the meaning of the information, and utilizing that

information to build an argument advocating for a
solution to their problem. Vitally, application also

involves the identification of information gaps, i.e.,

what is still unknown about the problem.

2.2 Assessment of information literacy

There are a number of assessment instruments

designed tomeasure aspects of information literacy,

although none of them are adequate for classroom

use targeting information literacy in a context

familiar to engineering students. Wertz et al. [7]

conducted a comprehensive and still up-to-date

review of published instruments designed to assess
different aspects of information literacy. Themajor-

ity of these instruments assess general information

literacy skills [9, 11]. Other instruments target self-

directed learning readiness, [35–37], which are

designed to assess attitudes and confidence toward

independent learning.

There is still a need for instruments that can

effectively and efficiently measure information lit-
eracy in a context that is applicable to engineering

students. As described above, CELT is designed to

meet this gap, as a test that is easy to administer and

score, allowing more timely feedback, that will

directly address information literacy skills critical

for engineering students.

2.3 CELT construction and revisions

The Critical-Thinking Engineering Literacy Test

(CELT)’s development started in 2010 and involved

numerous studies following both classical test

theory and modern test theory [13]. In total, we
have created six versions reflecting the long and

iterative process of assessment instrument develop-

ment [38]. We used each study to formatively

evaluate CELT’s ability to assess critical-thinking

components of engineering students’ information

literacy and continuously refined the test in an effort

to increase the quality of the tool. At each revision,

our team used both qualitative and quantitative
information based on recommendations from

Devellis [39] and Haladyna & Rodriguez [40].

Early versions of CELT conceptualized informa-

tion literacy broadly, with learning objectives

related to seeking, evaluating, applying, and doc-

umenting information. Poor internal consistency,

KR-20 � = 0.39 [13] suggested that we needed to be

more narrow in scope or substantially increase the
length of CELT. We considered the construct and

scope of CELT’s assessment based on rationale,

theory and empirical evidence. Our intention was

for CELT to be readily useful for classroom assess-

ment. Therefore, a decision wasmade to narrow the

scope of CELT to focus only on evaluating and

applying information. Our decision is in alignment

with Boone and Scantlebury [41], who suggest a
tight focus when determining sub-constructs for

newly developed instruments. Hence, the framing

and operational definition of critical-thinking infor-

mation literacy was a crucial step in the develop-
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ment of CELT to clearly identify the construct to be

measured and the extent to which it would be

measured [42].

We conceptualized the critical-thinking compo-

nent of engineering information literacy as a higher

order construct consisting of evaluation and appli-
cation concepts. We determined that the scope of

CELT would span these critical-thinking compo-

nents of information literacyusing technical content

appropriate to first-year engineering students. At

different stages during CELT’s development, we

gathered external feedback from experts in informa-

tion literacy and engineering education. During

development, we also included open-ended items
asking students to provide reasoning on their

selected responses and then evaluated whether the

items appeared to be measuring the learning objec-

tives [13].

To evaluate the argument that CELT measures

skills related to critical thinking, we tested [43] the

hypothesis that a measure of informational literacy

would be significantly correlated to measures of
critical thinking [44] by examining convergent

aspects of validity through correlation with the

Critical Thinking Assessment Test (CAT).

We revised and tested items and distractors to

improve internal consistency and present in this

paper the blueprint for the instrument in its current

form [45].

The current version of CELT addresses nine
learning objectives. These objectives are shown in

Table 1, along with the corresponding items in

CELT. Experts in information literacy and critical

thinking (i.e., librarians, researchers and educators)

and assessment (i.e., psychometricians) reviewed

the learning objectives and associated test items

for face validity.

The final version of CELT, tested in this study, is
composed of 17 items distributed between two

scenarios. The first scenario contains a memo writ-

ten to a University Residence Hall Director by

students who want to improve energy efficiency

and sustainability of their dorm buildings. The

second scenario consists of a letter to the editor,

from a group concerned about the safety of con-

suming genetically engineered food. Each scenario

is followed by several multiple-choice items. Each

scenario presented data, arguments, and a set of

recommendations.

3. Methods

In the following sections, we outline our approach

for validating CELT by describing the participants,

data collection and data preparation process. We

then discuss two assumptions of Rasch analysis as

well as testswe carried out to evaluate any violations

of those assumptions prior to our primary analysis.

Finally, we detail the methods of the Rasch model

and measurement invariance across groups.

3.1 Participants and data collection

We administered CELT to engineering students

enrolled in a first-year design course in the fall

semester of 2014. All instructors assigned CELT

as part of a course activity on information literacy

and instructed students that they would award
grade points based only on completion of CELT,

rather than performance on the assessment. Stu-

dents completed the instrument using an online

survey tool. In total, 1225 students (19% female,

74% male, and 7% who did not identify a gender)

accessed CELT. Of these respondents, 77% indi-

cated English as the language of instruction at their

previous educational institution.

3.2 Item scoring and data cleaning

We followed a series of steps to clean the data and

prepare the data set for analysis. First, we converted

students’ test item responses from raw multiple-

choice responses (i.e., A, B, C, or D) to scored

dichotomous values (i.e., 0 or 1) indicating an
incorrect or a correct response to each item. Addi-

tionally, we deleted cases of students who did not

answer all questions in CELT (34) resulting in 1191

complete responses.

Second, we reviewed the 1191 completed

responses for patterns of ‘careless’ response beha-

vior to remove a source of construct irrelevant

variance [46, 47] and ensure a more appropriate
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Table 1. CELT Blueprint

CELT Learning Objectives Test Items

1. When provided with a passage, student identifies information missing but needed to complete an argument.
2. When given a passage, student identifies assertions that refute an argument.
3. When given a brief passage with multiple facets, student summarizes information.
4. When given a chart or table, student interprets quantities.
5. When provided with an argument statement, student identifies the information that is relevant to the argument.
6. When given a selection of statements, student identifies the ones that are supported with credible citations.
7. When given a document, student identifies its purpose (persuade, inform, entertain).
8. Student determines the anticipated audience for which a provided document was written.
9. When given a selection of sources, student identifies credible ones.

1, 10
2, 11
3, 12
4, 13
5, 14
6, 15
7, 16
8, 17
9



sample for further analysis [48]. We were particu-

larly interested in whether students completed

CELT in a plausible length of time, especially

given that their incentive was for completion of

the instrument rather than the accuracy of answers.

An examination of the responses identified three
patterns of careless behavior: (1) Overall response

time (e.g., a response time below the interquartile

range of response times), (2) the maximum count of

single answers (e.g., a student’s response to all 17

items was A), and (3) patterns in the raw answers

(e.g., a repeating zigzag pattern). Fig. 1, using a 50

point moving average, shows that the relationship

between the length of time students took to com-
plete CELT and the number of correct responses is

notable at shorter completion times. The left side of

Fig. 1 illustrates patterns for careless answers or

guessing for those who completed the test in less

than eight minutes and answered very few items

correctly.

In total, 183 individual students matched the first

pattern, 114 matched the second pattern, and 175
matched the third pattern. We removed responses

from the sample that triggered two or more of the

patterns prior to analysis of itembehavior following

Meade and Craig’s [46] suggestion to not rely on a

single test for identifying careless responses. The

data cleaning process led to the exclusion of 125 of

the 1191 complete responses. The remaining final

sample used for further analysis included 1066

students.

3.3 Validating underlying assumptions of Rasch

analysis

Before moving forward with the Rasch analysis, we

first checked whether the two assumptions of

dimensionality and independence of items are met

by CELT. Rasch analysis tests the dimensionality

through the fit of the data to a ‘proper’ test model

[49]. Failures of either assumption (dimensionality

or independence of items)manifest as changes in the
fit values. Therefore, separating the impact of these

assumptions from other influences on item fit is

useful to ascertain the appropriateness of our mea-

surement approach. The issue of dimensionality is

important not only for determiningwhether to use a

one-dimensional or multi-dimensional Rasch

model, but of practical importance scoring and

interpreting results. A one-dimensional model
would support scoring all CELT items together in

one final score. A two-dimensional model would
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support scoring evaluation items and application

items separately.

We designed CELT to measure evaluation and

application aspects of information literacy; how-

ever, other assessments treat information literacy as

a one-dimensional construct [50–52].

3.3.1 Dimensionality of CELT

Since evaluation and appropriate use of informa-

tion might not be fully independent constructs, in

this study we posited a series of confirmatory factor

analysismodels to test that hypothesis. Based on the

test blue-print, weposited three potentialmodels for

the relationship between proposed constructs.

Model 1 contains a single-factor construct, Infor-

mation Literacy, Model 2 consists of two indepen-
dent factors, Evaluation and Application, while

Model 3 consists of three factors, independent

Evaluation and Application factors with a higher-

level Information Literacy factor.

We evaluated the models using the Lavaan pack-

age in R [53], (see Table 2) which indicates that all

models are good fits for our data. The values of

RMSEA and CFI were generally consistent across
the models, varying only at the third decimal place.

This indicates that the models are functionally

equivalent descriptions of the data.

The dimensionality results indicate that treating

CELT as a one factor model is the most justified

scoring structure. Although the two-factor model

produces similar fit indices as the one-factor model,

the correlation of evaluate and apply factors is 0.90,
further indicating that the two factors are not fully

separate.

3.3.2 Item independence

The item independence assumption posits that a

respondent’s interaction with one item does not

influence their responses to other items [54]. Item

inter-dependence comes frommany sources, includ-

ing asking multiple questions about the same

passage as we do in CELT. Mathematically, inde-
pendence appears as a lack of correlation between

the error residuals of items in a model. Practically,

Baghaei [55] suggests thatmeaningful failures of the

independence assumption will appear as Guttman

cases or significant overfits in Rasch analysis.

To check item independence, we calculated the

correlation matrix of the error residuals from the

CFA check. The maximum correlation between

error residuals was between items 12 and 16,
which was both non-significant and small

(r(1064) = 0.056, p > 0.05), suggesting indepen-

dence. Following the guidance from Baghaei [55],

the item fit measures in the results section further

examine the independence assumption as they do

with dimensionality.

3.4 Rasch analysis

We used a Rasch model to evaluate item difficulty

and appropriateness in relationship to student abil-

ity [41]. The Rasch model creates a probabilistic

relationship between the difficulty of a test item and

the test takers’ ability [49].
We performed the Rasch analysis using the

Extended Rasch Modeling (eRm) package within

theR statistical software package [56].We also used

eRm to create an item-person visual map, a varia-

tion of a Wright map [57], which gives a visual

comparison of test item difficulty and their relation-

ship to person ability.

Our Rasch Analysis consists of five components,
described in the following subsections: measure of

fit, difficulty, discrimination, reliability, and differ-

ential functioning. Each component examines a

different aspect of the functioning of CELT and

provides evidence for appropriate use.

3.4.1 Measures of fit in the Rasch model

We examined the infit and outfit mean square

statistics to check how closely our data matches

the Rasch model’s expectations for variance and

whether students’ actual responses fit the model’s

expectations of their performance [49]. The outfit

statistic indicates how accurate the prediction

model is at the extremes of ability (i.e., does the
model correctly predict a person’s behavior on items

that are much easier or much harder than their

ability), while the infit statistic is more sensitive to

Kerrie A. Douglas et al.1352

Table 2. Results of CFA dimensionality study

RMSEA

Model �2 df p Value 95% Conf. CFI BIC

1 172 119 0.001 0.020 0.013–0.027 0.894 21496
21 170 118 0.001 0.020 0.013–0.027 0.896 21501
3 170 117 0.001 0.021 0.013–0.027 0.894 21508

Note. Root Mean Error Approximation (RMSEA) Confirmatory Fit Index (CFI), and Bayesian Information Criteria (BIC) are widely
used measures of fit in CFA analysis.
1 Evaluate and apply factors have a correlation value of 0.90.



variance when person ability and item difficulty are

approximately aligned [57].

Both fit criteria have an expected value of one,

denoting a solution with the exact amount of

randomness expected by the Raschmodel. Datasets

with less randomness than expected by the Rasch
model result in fit statistics less than one, called an

‘overfit,’ while results with more randomness result

in fit statistics greater than one, called an ‘underfit.’

Acceptablemean square fit values for regular testing

are 0.7 to 1.3, with acceptable values for high stakes

testing between 0.8 and1.2 [58]. In addition to value,

we examined the fit statistics for trends or correla-

tion between item difficulty and fit statistics. Such a
correlation would indicate a potential outside

source of variance on the items and scale. We also

compared the infit and outfit statistics for each item.

The relationships between the infit and outfit values

for an item indicate whether construct ability or

other sources of variance, such as guessing, con-

tribute to students’ answers [49].

3.4.2 Difficulty in the Rasch model

An item-person map can aid in identifying whether

the test was a comparatively easy or difficult mea-

sure of ability in respondents [49]. The item-person

map uses two histograms to compare the distribu-

tion of item difficulty with the distribution of person

ability [57]. The primary interest is to ensure the
instrument has sufficient difficulty range to discri-

minate based on student ability and not so easy that

a ceiling effect occurs or so difficult that few students

performwell (floor effect). The criteria used to avoid

a ceiling or floor effect is that less than 2% of

participants exceed the floor or ceiling [59]. In

addition to the extrema criteria, the difference

between mean item difficulty and the mean of
person ability is a useful metric for difficulty target-

ing.We assess thismetric by standardizing themean

person ability using the standard error. Targeting is

generally reported in ‘standard errors’ with scales

that have less than one standard error between

person ability and item difficulty meeting accepted

criteria for ‘good’.

3.4.3 Discrimination in the Rasch model

While the Rasch model sets the discrimination

parameter of the logistic model to one for all items

within the derivation [49], other methods allow for

analysis of effective person-ability discrimination

using a Rasch framework. At a basic level, the fit

statistics indicate effective discrimination of person

ability within a scale [58, 60]. Lower mean square fit
values indicate an item or scale with a higher ability

to discriminate (i.e., a higher likelihood that item

difficulties will accurately predict correct or incor-

rect response patterns).

Additional evidence of CELT’s discrimination

ability is available from the calculated item difficul-

ties. A wide range of difficulty values indicates

CELT’s ability to measure a range of person abil-

ities. The range bounds the ability limits of test-

takers that can be assessed (i.e., without a ceiling or
floor effect) [49], [61]. Finally, difficulty values that

are spaced approximately equally allow a more

accurate sorting of person abilities within the instru-

ment’s difficulty scale [62]. Large gaps between item

difficulties leave areas of the person-ability spec-

trum that are effectively unmeasured. Inversely,

closely spaced item difficulties perform effectively

redundant measurement functions and provide lim-
ited new information.

3.4.4 Person-item fit reliability in the Rasch model

While Classical Test Theory (e.g., Cronbach’s

alpha), measures reliability as the repeatability of

raw scores or the internal consistency of items

scored [63], Rasch analysis estimates a person
separation reliability parameter for unidimension-

ality and reliability testing [64]. The formulation of

person separation reliability focuses on assessing

the ability of a scale as a repeatable measure of the

same ability of a person on a logistic scale [65].

Appropriate values for person separation reliability

are minimally 0.70 to 0.80. However, they are not

unit tests and are considered holistically within the
overall picture from all measures of fit [64].

3.4.5 Differential item function analysis

After analysis of the entire population,we employed

a differential item function (DIF) analysis to inves-

tigate measurement bias in the individual items and

the overall test. DIF analysis compares the prob-

ability that test takers from two different subgroups
will correctly respond to an individual item [17]. In

order to make appropriate comparison of groups,

we randomly selected from the majority group the

same number of respondents as are in the minority

group. Our DIF analysis compared student perfor-

mance subdivided by a student’s reported gender

and by an indicator of their experience with the

English language (i.e., whether or not their previous
institution primarily used English for instruction).

We used the Rasch model approach to DIF

analysis as defined by Wright and Masters [57].

This approach involves three main steps: (1) Calcu-

lating the item difficulties separately for each sub-

group using the Raschmodel, (2) plotting subgroup

difficulties against each other using a scatterplot,

and (3) comparing the subgroups via linear regres-
sion. We make the comparison using two criteria

that can show a difference in performance between

the two subgroups, indicating a potential for con-

struct irrelevant variance to exist. The first criterion

The Critical-Thinking Engineering Information Literacy Test (CELT) 1353



we used examined the linear regression directly. A

perfect no-DIFwould result in a regression linewith

a slope of one, indicating that the populations share

an equivalent estimationof increasing person ability
as well as a similarmeasure ofminimum respondent

ability on the overall scale [49]. Second, we analyzed

the performance of individual items by adding

control limits to the plot. The control limits use a

�0.50 logit intercept offset with a slope identical to
the initial regression. Items that fall outside of these

control limits suggest potential bias, and researchers

should further evaluate these items as candidates for
revision or adjustment [66].

4. Results

4.1 Evaluation of Rasch model fit for CELT Scores

We evaluated CELT using a Rasch approach to

difficulty, discrimination, and reliability. Table 3

presents the fit statistics and difficulty values. Item

difficulty estimates are calculated in logits, where a
0 is the mean of item difficulty estimates [49]. The

lower the value, the easier the test item. Conversely,

higher item difficulty estimates indicate more diffi-

cult items. CELT item difficulty values range from

–1.96 to 1.53, indicating a range of easier and more

difficult items. However, the main concern is

whether the variation between item difficulties effec-

tively discriminates or determines students’ evalua-

tion and application skills.
All infit and 14 of the 17 outfit values are within

the fit range suggested for ‘high-stakes’ measure-

ment (0.80 to 1.2). The infit values range from 0.84
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Fig. 2.Mean square fit values (y-axis) by item difficulty (x-axis) in logits.

Table 3. Rasch results for item difficulty, outfit and infit

Mean Square Fit

Item # Item difficulty Outfit Infit

1 –0.88 0.93 0.95
2 0.45 1.08 1.05
3 –0.10 0.94 0.96
4 0.74 1.09 1.05
5 –1.99 0.72 0.84
6 1.28 1.10 1.06
7 –1.43 0.76 0.86
8 0.21 1.00 1.00
9 –0.49 0.93 0.98
10 1.54 1.08 1.00
11 0.61 1.06 1.06
12 –0.15 0.89 0.93
13 –0.50 0.91 0.96
14 –1.26 0.78 0.86
15 0.98 1.05 1.01
16 –0.15 0.86 0.90
17 1.11 1.09 1.04



to 1.06 with an average of 0.97 and the outfit values

from 0.72 to 1.10 with an average of 0.96. The three

‘low’ outfit values are still within the suggested

value range for ‘good’ measurement. Because the

values are below 1.00 rather than above, the fit

suggests that there is less randomness in the
responses than would be expected in a normally

distributed ability set [58]. The low fit values, which

occur on the three easiest items, simply suggests

students are highly likely to complete these items

and that they may not provide much information

for discriminating student ability for most students,

not that the items function poorly. Because the

average fit values are very close to the target of
1.00, the model shows approximately the expected

amount of variance.

The x-axis in Fig. 2 shows the item difficulty in

logits. The y-axis shows the mean square fit values

referenced against the expected value of one. Both

the infit and outfit values are plotted. The final

indicator of fit is the strong similarity between the

outfit and infit statistics, also apparent inFig. 2. The
similarity of fit statistics indicates that CELT items

perform similarly whether closer to or further from

a student’s ability. From this analysis, we have one

source of evidence that CELT items are appropri-

ately difficult and discriminate between first year

engineering students with a range of information

skills.

The mean ability of the participants, 0.60 logits,
serves as an additional measure of appropriate

difficulty. The average standard error of the

person-ability calculation for all participants is

0.57; meaning that the person ability is 1.05 ‘stan-

dard errors’ above the mean item difficulty. This

result is slightly beyond the ‘good’ criteria suggested

by Fisher [59], and indicates that CELT may be

somewhat easy for some students.
We used three measures to assess the discrimina-

tion ability ofCELT.First, the infit andoutfit values

in Table 3 also indicate that CELT has a strong

initial capability for discrimination based on the fit

of the data to themodel [58, 60]. Second, the average

gap between item difficulties is 0.22 logits, which is

reasonable. However, the item-person visual shows

the gaps in difficulty between items are not uni-
formly distributed (Fig. 3).

Two groups of items have very similar difficulties,

which limits the efficiency of discretization. Items 9

(difficulty of –0.49) and 13 (difficulty of –0.50) as

well as items 12 (difficulty of –0.14) and 16 (difficulty

of –0.15) are 0.01 logits apart. These itemswill likely

serve a redundant function rather than providing

increased information for the determination of
students’ ability [62]. Conversely, the maximum

difficulty gap between two items of sequential

difficulty, 0.52 between items 5 and 7, is quite

large. This large gap, wherein no items exist to

further sort or discriminate person ability, occurs

between the two easiest items on CELT. Whether

this significantly affects the ability of CELT to

effectively discriminate depends on how the diffi-

culty of the instrument aligns with the difficulty of
the population.

This is further shown in the item-person visual

[57], Fig. 3, where student ability and item difficulty

are aligned on the same logit scale. Fig. 3 allows for a

visual comparison of the distribution of student

ability to the distribution of itemdifficulty. Students

are charted in a histogram according to ability on

the x-axis. Next, items are placed on the chart in
order from easiest to difficult. The distribution of

student ability is slightly negatively skewed, with

peaks around 0.25 and 1.00 logits. We found the

range of item difficulties inCELT to be –1.53 to 1.96

logits giving the test a range of 3.49 logits. This

compares to a person ability range of 5.51 logits. In

addition, there are two bins of students that have

more ability than any item is difficult. The result of
this difference in range is that 93 participants (9%)

have a measured ability greater than the ability of

the most difficulty item (item 10), indicating stu-

dents have an ability above CELT’s discrimination

range. Conversely, only 2 participants (less than

1%) measured ability is below the difficulty of the

easiest item (item 5). In addition, the skewness

indicates that there may be a potential biasing
within the items, which we assess with the DIF

analysis [17].

4.2 Person-item fit and reliability

We found the person separation reliability for the

data to be 0.47 (comparable to the Cronbach’s

alpha of 0.46). This is less than the criteria we
targeted (>0.7) [64]. However, in the holistic view

of fit in Rasch, the other measures of fit should be

taken into consideration. The results of the infit and

outfit indicate that the individual item logistic

models are appropriately effective at predicting

performance on items. Additionally, the difficulty

results noted that the mean ability is higher than the

mean difficulty (i.e., an easier test). Together, those
values indicate that the person separation reliability

functions as validation of the previous results and

an indication that separation reliability will likely

decrease at higher ability levels.

4.3 Gender differential item functioning in CELT

The next step in evaluating CELT was a DIF

analysis exploring correlations between students’
self-reported gender and measured person ability.

Both the male (n = 816) and female (n = 217)

subgroupswere of sufficient size using the guidelines

from Paek and Wilson [67]. The analysis did not
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include participants who failed to respond to the

gender question or who chose the ‘prefer not to
answer’ for the gender item (nexcluded = 33) because

the group is below the population size necessary to

estimate item difficulty.

Three items, 8, 10, and 14, had difficulties that put

them adjacent to the item-difficulty control limits

used for identification of DIF, as shown in Fig. 4.

However, given the general spread of items, we do

not believe any of these items represent outliers that
present a concern about differential function. The

slope of the regression line, 0.98, indicates that the

test was effectively equal in overall difficulty

between men and women. Further, the female

subpopulation item difficulty showed a slightly

wider range of item difficulty than for males, (4.04

and 3.39 logits, respectively). For purposes of

comparison, we checked the no-DIF result using a
t-test to compare the raw scores from males (M =

10.49, SD = 2.46) and females (M = 10.41, SD =

2.28), which also showed no significant difference

(t(1031) = 0.44, p= 0.66), in performance.

4.4 Differential item function based on English

language knowledge in CELT

The second DIF analysis used a dichotomous

categorization of participants’ facility with the

English language. Specifically, the analysis com-

pared students who indicated that, at their previous
institution, their primary language of instruction

was English (n = 808), who we term Experienced

with the English Language, or just ‘Experienced’

with those who indicated that English was not their

primary language of instruction, who we term

EnglishLanguageLearning, or ‘Learning’, in accor-

dance with LaCelle-Peterson and Rivera [65] (n =

250), with non-respondents removed (n = 8).
The regression line of item difficulties, shown in

Fig. 5, has a slope of 0.62 instead of the targeted

1.00, which suggests that English Experienced stu-

dents perform better than English Learning by a

large margin.

In addition, we found the difficulty of item 16 to

be 1.15 logits higher for English Learning compared

to English Experienced students. This item is well
outside of the control limits used to identify DIF

items [57]. The item (‘‘Which of the following

statements made by the authors is least reliable?’’)

requires students to compare between different

citation sources. The correct response, which was

the most selected by both subpopulations, is a

statement that contains no citation at all. Of the

Experienced students, 76% correctly answered the
item. However, only 41% of the Learning correctly
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Fig. 3. Item-person visual map showing distribution of person ability and location of item difficulty.
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Fig. 4. Differential item function regression for Male (y-axis) and Female (x-axis).

Fig. 5.Differential item function regression for Experienced with the English Language (x-axis) and English Language Learning (y-axis).



answered the item.As a further point of comparison

between the subgroups: of the 82 overall partici-

pants impacted by the ceiling effect identified in the

difficulty results, only 8 (9%) belonged to the Learn-

ing group even though this group makes up 24% of

the overall respondent pool. As with the gender
DIF, we checked the DIF result against the Experi-

enced (M = 10.78, SD = 2.26) and Learning (M =

9.26, SD = 2.63) raw scores. The raw score differ-

encewas significant with a large effect size (t(1031) =

8.86, p = <0.001, d = 0.62).

5. Discussion

In this study, we used a Rasch model to examine

validity evidence for the use of CELT as an assess-

ment instrument of first-year engineering students’

evaluation and application of information skills.

Overall, the results indicate CELT performs

within acceptable fit values and is appropriate for

use to assess first-year engineering students’ evalua-
tion andapplication of information skills.However,

within this appropriate use, instructors and

researchersmust interpret students’ scores as poten-

tially biased by their experience with the English

language.

The infit statistics of all items and the outfit

statistics for 14 of 17 items in the test fall within

the 0.8–1.2 mean square values that are suggested
for high stakes testing using a Rasch analysis [58], a

standard that is more rigorous than the intended

applications of CELT. The three outfit statistics

that fall outside this range still fall within the

lower bound of the 0.7–1.3 range that is suggested

as acceptable for lower stakes testing. The lower

outfit statistics indicate less than expected variance

in responses, meaning less test information rather
than poor fit. These results demonstrate that stu-

dents’ performance on CELT was based on their

ability and item difficulty, rather than outside

sources of variance [58, 68, 69]. In addition, we

found that for approximately 9% of students,

CELT may be a relatively easy assessment of

evaluation and application of information.

While the Standards for Educational and Psy-
chological Testing [17] raise evidence of fairness to

be on par with evidence of validity and reliability,

few studies have examined assessment instrument

use on minority populations. Through examination

of differential item functioning based on gender, we

found no meaningful differences in item or overall

test behavior between males and females. This

provides evidence that although CELT was admi-
nistered to a largely male sampling group, as is

common in engineering classes, CELT can be used

fairly for both male and female students. However,

we did find substantial differences in how CELT

performed with English Experienced and English

Learning student groups.

CELT iswritten inEnglish and as awhole ismuch

more difficult for English Learning than English

Experienced students. Further, there is a large and

significant difference in how difficult one item is for
members of the two groups. This is not an unex-

pected result given that reading and understanding

information is a core part of information literacy.

Multiple choice tests in information literacy inher-

ently rely on the gathering and comprehension of

information, most often presented through text,

which creates a potential to under report ability

based on language issues [70]. In CELT, students
draw answers from two passages, which are each

approximately 800-words long. This test design

inherently requires students to have English reading

comprehension skills; indeed, comprehending

information is prerequisite to evaluating and apply-

ing it. Therefore, it is important that users of CELT

interpret the results of international students

accordingly, with the role between comprehension
and information literacy in mind. Yet, this finding

does not suggest CELT is inappropriate for diverse

classroom settings. Performing critical reading

comprehension and using information literacy

skills in English is necessary for success in the class-

rooms where we conducted this study and for U.S.

engineering programs, which typically function

primarily in English. In that way, the DIF presents
a limitation in use but not an underlying problem in

the test and may actually be useful to some instruc-

tors.

Given the DIF results, we suggest the use of

CELT as a formative tool rather than a more

summative assessment. Instructors could use

CELT to give feedback to students and help identify

techniques and instructional resources to support
evaluating and applying information. In regard to

English ability, a formative use of CELT would

allow themopportunity for feedback anddiscussion

around both their English comprehension and

information literacy. While CELT is text-heavy,

its use reinforces that engineers read and compre-

hend text and written documents. It is important,

particularly for those new to English language, to
receive feedback on their information literacy skills

when the information is in the English language.

5.1 Fairness in Assessment

The significantly different performance of interna-

tional students on CELT highlights the need for an

ongoing and increased appreciation of fairness in
engineering education assessment. We cannot

simply assume that assessment instruments work

equally and fairly with diverse student groups, and

we cannot assume that the core constructs we seek
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to measure are independent, at a fundamental level,

from the models we select to measure them or from

other constructs that are intertwined with the mea-

surement model.

Information literacy is built upon the foundation

of literacy and goes beyond the skill of just finding
the information, to encompass the use or applica-

tion of the information [71, 72]. One study has

shown that differing information literacy skills fre-

quently have roots in differing levels of ability to

read and write [73]. Given this close relationship

between general literacy and information literacy,

any assessment targeted at information literacy

must consider test takers’ level of language profi-
ciency, especially in reading. Hence, the evaluation

of CELT included an examination of test scores

with regards to students’ experience with classroom

instruction in the English language.

At a practical level, our results reinforce the

need to ensure that we, as engineering educators,

fairly assess all students and seek to identify bias,

whether the bias is language or other character-
istics not relevant to the purpose of the assessment.

One of the authors of CELT is not a native English

speaker and many people of diverse backgrounds

read CELT during its development process. Yet

still, our results indicate that CELT is significantly

more difficult for non-native English speakers at

both a test and item level. While most engineering

programs require students to ‘pass’ an English
language literacy test for admission (e.g., receive

a TOEFL score above a certain cutoff), more work

must be done to understand whether this level of

proficiency is sufficient for students to be success-

ful in the local language of instruction. As the

engineering education community continues to

emphasize equal opportunities for all students, it

is imperative that our assessment instruments
fairly assess students of diverse backgrounds as

well.

5.2 Limitations and future research

Instrument validation is an ongoing process [38].

The version of CELT presented in this paper is the

culmination of the results of several previous ver-
sions administered and tested at a variety of uni-

versities. This study reports analysis of data from

the first semester of a first-year engineering pro-

gram; hence, it is plausible that many of the non-

native English speakers are relatively new to pri-

marily English instruction. It is unknown how

differently students would perform if CELT were

offered in their native language or later in students’
academic career with deeper exposure to English

language.

Another limitation is that because of the one-

dimensional model, evaluation and application

items cannot be scored separately. This differentia-

tion of scores would provide instructors more

information at the sub-construct level and provide

potential utility for classroom intervention. How-

ever, CELT is designed as a relatively short instru-

ment with very few items, limiting the reliability of
a purely evaluation or application factor. Scoring

student performance on CELT overall may not

fully represent the differences between how stu-

dents evaluate and apply information. However,

the CFA results demonstrate the sub-constructs are

highly correlated. Briggs and Wilson [74] note that

the risk of misrepresenting student ability in a one-

dimensional model is decreased when constructs
are moderately correlated and used for low stakes

testing. Before CELT is recommended for high-

stakes use of individual student consequence, an

additional scenario should be added with addi-

tional evaluate and apply items and then again

tested for whether evaluate and apply function as

multidimensional.

While the fit statistics provide generally positive
indicators of scale quality, one limitation is that 9%

of the participants displayed a ceiling effect (i.e.,

person ability above the maximum item difficulty).

Using the criteria from Fisher [59], this would rank

as ‘poor’ as the criteria for ‘good’ ceiling effect is

suggested to be below 2%. This ceiling effect indi-

cates that the current version of CELT may have

difficulty measuring longitudinal or post-interven-
tion improvement in the highest performing stu-

dents. Future research should consider the addition

of more difficult items to reduce potential ceiling

effect [75]. The additional items could also serve to

support a two-factormodel ofCELT,where evalua-

tion and application might be able to be scored

separately.

A final limitation is that themajority of studies of
CELT have been conducted at one institution.

Future studies should consider generalizability of

our findings with first-year engineering students

attending other universities. In the ongoing process

of validation, future work must also focus on

extending the appropriate uses of CELT. Because

CELT was normed on first year engineering stu-

dents, advanced students may have skill levels that
surpass the current version of CELT, expanding the

ceiling effect. To improve CELT’s efficiency and

efficacy, future research should consider; (1) an

expansion of the conceptual framework and blue-

print to target higher level information literacy

skills, (2) adding additional, more difficult, test

items capable of discriminating top ability students,

and (3) creation of alternate versions to allow the
tracking of person growth and the effect of specific

interventions without potential instrumentation

effects [49].
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6. Conclusions

We developed the CELT instrument to measure

engineering students’ ability to evaluate and apply

information in a technical context. Based on the

development of CELT and the results of our valida-

tion work, we conclude that in its current form,

CELT is a useful tool for formative assessment in
the classroom and as a research instrument to

evaluate the information literacy ability of students.

The formative uses include identifying and giving

feedback to students who do not demonstrate

necessary information literacy skills, or providing

targeted instruction based on individual skills. The

results of CELT can provide evidence to students of

their tested skill level and in which areas they are
particularly strong or weak. In addition, at an

aggregate level, instructors can use CELT to iden-

tify aspects of evaluating and applying information

in which students may require additional interven-

tion.

CELT shares a similar use case at a research level.

Researchersmay appropriately useCELT as assess-

ment instrument in studies examining students’
information literacy knowledge. We recommend

that researchers examine whether there are differ-

ences in scores based on native language in their

sample group. When interpreting CELT scores,

researchers must understand that the test inevitably

measures English language comprehension while

measuring information literacy ability. Addition-

ally, while CELT does test students’ implementa-
tion of literacy skills, it does so in an environment

abstracted from their actual work.

Our work also highlights the need to increase

fairness of the test for non-native English speaking

students. This may take the form of both item level

exploration of wording and test level exploration of

the reading-heavy assessment model and making

analyses such as DIF as a critical process in instru-
ment development.

Finally, at a time when programs may struggle

with how to document life-long learning outcomes,

CELT has potential as one indicator of how well

students evaluate and apply information in an

engineering-related context. As ABET accreditors

seek to streamline the ability to measure student

outcomes, we argue that when life-long learning is
conceptualized as consisting of self-directed learn-

ing, reflective judgment, critical thinking, informa-

tion literacy, domain knowledge, and continuous

active learning, then assessment measures can be

developed and used for evaluative purposes.
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Şenay Purzer is an Associate Professor in the School of Engineering Education at Purdue University and the Director of

Assessment Research at the INSPIRE Institute for Pre-college Engineering Research. Senay is a NAE/CASEE New

Faculty Fellow and the recipient of a 2012 NSF CAREER award. Her research focuses on assessment of design learning

with a specific focus on information literacy, innovation, and decision-making processes. She received a B.S.E with

distinction in Engineering at Arizona State University in 2009 as well as a B.S. degree in Physics Education in 1999. Her

Ph.D. degree is in Science Education with a focus on engineering education from Arizona State University.

Michael Fosmire is a Professor of Library Science and Head, Physical Sciences, Engineering, and Technology Division of

the Purdue University Libraries. He has written over 40 articles and chapters on the role of information in active-learning

pedagogies and the integration of information literacy in STEM curricula, including co-editing Integrating Information

into theEngineeringDesignProcess, authoring theSuddenSelector’sGuide toPhysics, andwriting chapters on ‘‘Research in

the Sciences’’ and ‘‘Engineering Research’’ in Research in the Disciplines: Foundations for Reference and Library

Instruction.

Amy Van Epps is Director of Sciences and Engineering Services at Cabot Science Library, Harvard University. With over

20 years of experience as a subject librarian, Amy has extensive experience teaching engineering and technology students,

and in 2017 won the Purdue Libraries’ Excellence in Teaching award. Her research has focused in part on developing

effective methods for integrating information literacy into the undergraduate engineering curriculum, particularly on the

use of information in design settings.Amy is a long-time activemember of the EngineeringLibrariesDivision (ELD) of the

American Society for Engineering Education (ASEE), and in 2014 won the Homer I. Bernhardt Distinguished Service

award from that organization.Amy has anBA fromLafayette College in Engineering Science, with a focus onMechanical

engineering, a MSLS from Catholic University of America, and a Master’s in Industrial Engineering from Rensselaer

Polytechnic Institute. She is currently a doctoral candidate in Engineering Education at Purdue.

Kerrie A. Douglas et al.1362


