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Professional skills, also known as non-technical, transferable or 21st century skills are recognized worldwide as very

important for university graduates. These skills include communication, problem-solving and the ability to function

successfully on amulti-disciplinary team.While academic programs worldwide strive to develop a solid professional skills

base in students, these skills are notoriously challenging to teach and assess. This paper presents the Computing

Professional Skills Assessment (CPSA), a performance assessment of the professional skills learning outcomes identified

by the Accreditation Board for Engineering and Technology (ABET), for the computing discipline. The assessment

consists of a performance task, a rubric and an implementation method. The CPSA has been developed in an iterative

manner and results suggest that it can accurately and consistently elicit and measure the targeted professional skills in

computing students within appropriate contexts. Considering two components of the Communities of Inquiry model,

cognitive and social presence, specific reliability and validity protocols were developed for the CPSA. These involved a

pilot study, iterative development and assessment of the rubric, establishment of interrater reliability, the production of

computing specific scenarios which are suitable for non-native English language speakers, and an implementation strategy

using asynchronous discussion boards. Based on our findings throughmore than 50 CPSA implementations over a seven-

year period, we have found that the instrument can be used reliably and validly as a measure of the professional skills

learning outcomes for English as a second language learners in a computing program.
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1. Introduction

Now globally recognized as important within com-

puting, the professional skills, also known as non-

technical, transferable, or 21st century skills, relate

to communication, problem-solving, teamwork,

ethics and social responsibility, computing’s

impact on society, and lifelong learning. They

have been identified as critical learning outcomes
for success in the global work environment [1–3],

and since knowledge economies require employees

with these skills, this has translated into a demand

on educational institutions to produce graduates

with these capabilities. However, technical pro-

grams in particular have been criticised for being

out of date, and not adequately preparing students

for the current and future world of employment [4].
Because of this, academic programs have

responded by showing an increased focus on pro-

fessional skills, with the integration of communica-

tion, problem-solving, teamwork, ethics and social

responsibility, computing’s impact on society, and

lifelong learning into the curriculum. The problem,

however, is that the professional skills have long

been seen, and remain, challenging to teach and
assess [5, 6].

When it comes to existing assessment instru-
ments, they often only evaluate some of the profes-

sional skills or measure them indirectly through

methods like interviews, opinion surveys, or focus

groups [19]. Effective data-driven decision-making

to improve curricula should not rely on methods

based on perceptions of learning or that are unre-

lated to one another. It is essential that direct

measures of learning are used so that meaningful
data that demonstrate how students actually per-

form is gathered. It is also preferable that these

direct measures are integrated and cover all of the

professional skills, so that the assessment process is

not cumbersome.

In response to the deficiencies in current tools for

assessing the professional skills in computing pro-

grams, the Computing Professional Skills Assess-
ment (CPSA) has been developed. Built around the

framework provided by the Accreditation Board

for Engineering and Technology’s (ABET) profes-

sional skills, the CPSA is a unique assessment

instrument for computing programs which mea-

sures student performance outcomes in the profes-

sional skills through a method which addresses all

of the skills. The components of the CPSA are: (1) a
written scenario with instructions and a set of
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discussion guiding questions; (2) a scenario creation

checklist; (3) the CPSA rubric; and (4) the method

of implementation itself.

The primary goal of this research project has

been to develop a rigorous and robust method of

assessing all six ABET professional skills for com-
puting within a single assessment instrument that

would be suitable for English as a second language

(ESL) computing students. These are students who

are not native-speakers of English, but study

computing in an English- medium institution.

Because reliability and validity are always related

to the context, the specific research questions are

(1) To what degree are students attaining the
expected level of proficiency in the professional

skills? (2) In what ways have scores of the CPSA

proven to be a reliable measure of professional

skills for ESL computing students? (3) In what

ways have scores of the CPSA proven to be a

valid measure of professional skills for ESL com-

puting students?

2. Literature Review

Professional skills are challenging to assess [5, 6].

However, programs, courses, and student achieve-

ment must be measured and assessed for the exis-

tence of these skills because both learning and

accreditation demands it. Both technical and non-
technical programs face difficulties in measuring

professional skills [1, 3, 8]. One reason is that each

of the professional skills, like other learning

outcomes, require conceptual elaboration for the

practical purpose of assessment design and imple-

mentation [9]. This can be more challenging for the

professional skills because they are not as concrete

as some technical skills. Another reason is that
many technical faculty and program leaders lack

experience in assessing professional skills; they may

not have been assessed in these skills in their own

education or may not have received training in how

to teach or measure non-technical skills [10]. Addi-

tionally, there are few published assessments that

measure computing students’ professional skills,

especially assessments that assess the professional
skills simultaneously.

Though there are limited published assessments

measuring computing students’ professional skills,

assessment methods have been applied to assess

delivery and demonstration of the professional

skills. Many published measurement methods eval-

uate the professional skills separately, and as dis-

tinct from each other, whereas the professional
skills are inter-relational and thus best assessed

with tools that can measure more than one at a

time. Some of these assessment methods are further

problematic as they rely on perceptions, which is an

indirect measurement, and so inadequate for valid

and reliable assessment of attainment of student

learning outcomes. A further constraint of these

assessments, in particular portfolios and intern-

ships, is that the assessment process may be

resource intensive and cumbersome to implement.
Poorly performing assessment tools can be harmful

to programs because the inadequate or inaccurate

data they provide can ill-inform course and pro-

gram-level decisions [11].

The experience of student internships has been

utilized with some success to assess professional

skills [12], mainly because all the skills are on view in

the work environment. With internships, students
are given the opportunity to utilize the full range of

professional skills, however assessment can lack

control or standardisation if performance is eval-

uated by the employer. More traditional methods

have also been employed, such as take-home writ-

ten exams [13], which can test the theoretical aspects

of whether students understand the use of the

professional skills, but not assess the practical
application of them dependably. Written exams

allow the students to reflect, for example, on a

performance task where they may have applied

the professional skills, but this does not directly

measure or demonstrate their proficiency in this

skill. A further form of assessment applied to

measure student production of the professional

skills has been portfolios [14, 15], but these may
rely on reflection, and so are also an indirect

measure of the skills.

A method to assess all of the ABET professional

skills in engineering was developed at Washington

State University’s College of Engineering [16].

Known as the Engineering Professional Skills

Assessment (EPSA), it measures the professional

skill learning outcomes defined by ABET at both
program and course level, and is the first method to

assess the six ABET professional skills learning

outcomes simultaneously and directly. It has

inspired the current research project to create the

CPSA and has also seeded its development.

The EPSA is a discussion-based performance

task which elicits students’ knowledge and applica-

tion of the professional skills. Performance assess-
ment has been shown to be an effective

measurement of skills and knowledge exhibited by

student participation in a process of creating a final

product [17, 18]. Performance assessments are

designed to address inter-related learning outcomes

and encourage student interaction with authentic

issues. The EPSA adopts the typical components of

performance assessments, namely: (1) a task to
elicit the performance; (2) the performance itself;

and (3) a criterion-referenced instrument, such as a

rubric, to measure the quality of the performance
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[19]. The EPSA consists of a scenario, a student

face-to-face discussion of the scenario according to

scaffolded prompts, and a rubric for assessing

student responses. The scenario briefly describes

an authentic and complex engineering issue, similar

to a real-life issue faced by engineers in the work
place. Students participate in a recorded discussion

about the scenario in groups numbering approxi-

mately five for 45 minutes. The recordings are

transcribed and then analysed by faculty raters

using the EPSA rubric. Due to the design of the

scenario and the prompts, the students are given the

opportunity to demonstrate their abilities in all six

skills at the same time. The format of this perfor-
mance-based task produces actual examples of

student skills, thereby increasing the efficacy of

the assessment [20].

One of the fundamental differences between the

EPSA and CPSA is the move to an asynchronous

discussion board. Asynchronous discussion

boards have become a cornerstone of many

online and blended learning courses [21] because
of benefits they can bring. In a meta-analysis into

15 years of discussion boards in higher education,

Zhou [22] found that most students talk more in

an online discussion than in a face-to-face class-

room. This is useful because it demonstrates that

the shy, quiet, or more passive learner does indeed

engage more online. The elimination of sponta-

neous response and additional reflective time
appears very important. Anderson, Archer, and

Garrison [23] also found that this reflection helps

to foster critical thinking, an essential skill for a

complex world with ill-defined problems awaiting

in the work environment. Finally, Salmon [24]

showed that co-constructing knowledge and work-

ing effectively as a group, which are important

aspects of learning, develop quite strongly in
online discussions.

3. Theoretical Framework

Whether conscious or not, all teaching and assess-

ment is framed within a theory of learning because

the way in which we teach and assess speaks to our
understanding of learning. Modern theories of

learning have clarified that ‘‘assessment practices

need to move beyond a focus on component skills

and discrete bits of knowledge to encompass the

more complex aspects of student achievement’’ [25,

p. 3]. Through cognitive theory we have come to

recognize that with assessment we need to know

more than what someone knows, we need know
how, when, and whether they can utilize the infor-

mation they know. This requires assessments like

the CPSA that are far more complex than tradi-

tional tests where the focus is on correct or incorrect

responses. We want students to use long-term

memory to solve current problems rather than use

short-termmemory to regurgitate discrete facts that

are easily forgotten. More recently in assessment,

there has been a growing emphasis ‘‘given to social

dimensions of learning, including social and parti-
cipatory practices that support knowing and under-

standing’’ [25, p. 3]. Because of this, the

Communities of Inquiry model (COI), with its

focus on cognitive and social presence has also

served as the theoretical underpinning for the

CPSA.

The COI model emerged out of research con-

ducted from 1997 to 2001 into computer mediated
text-based conferencing, better known as asyn-

chronous online discussion boards today. Research

into COI continues to this day and has led to a

theory, methodology and instruments [26].

Through a rigorous coding exercise of higher

education course discussion boards, Anderson,

Archer, and Garrison [23] ascertained the compo-

nents and structure of the COI. The model is
comprised of three core elements, cognitive pre-

sence, social presence, and teaching presence,

which together form the educational experience.

Cognitive presence is the key to success in higher

education. It is socially constructed knowledge that

is created through sustained communication - for

example, the ability to draw conclusions from the

discussion. It is nearly impossible to achieve cog-
nitive presence without having established the next

core element, social presence. Social presence is the

ability of participants to open up and communicate

honestly and openly with one another. The final

element is teaching presence. This element is nor-

mally acted upon by the teacher, but in higher

education it is not uncommon for this role to

transfer to students. This element is purely suppor-
tive in nature. Its purpose is to promote both

cognitive and social presence to help attain the

educational goals. Since the CPSA is an assessment

instrument, teaching presence is extremely limited

because it might influence the reliability and valid-

ity of the instrument. The purpose of the assess-

ment is to evaluate the performance of students,

not the teacher. It is the interplay between cognitive
and social presence which impacts upon the devel-

opment of an effective discussion board and assess-

ment. An effective discussion board assessment will

be one in which students are able to demonstrate

the learning outcomes, in the case of the CPSA the

professional skills, through the demonstration of a

high degree of cognitive presence built around

social presence. This is important because we
know that ‘‘much of what humans learn is acquired

through discourse and interaction with others’’.

[25, p. 5].
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4. Components of the CPSA

The CPSA is a team-based assessment instrument

using an asynchronous online discussion forum to

have students discuss, analyze, and suggest ways to

address complex, multi-faceted, computing-related

issues. It is a criterion-referenced assessment which

means it is ‘‘a type of assessment designed to
provide a measure of performance that is interpre-

table in terms of a clearly defined and delimited

domain of learning’’ [27, p.42]. The components of

the CPSA include:

1. Written scenarios with accompanying instruc-

tions and discussion questions;

(a) a scenario creation checklist to aid scenario
creation;

2. The scoring rubric;

(a) the method of implementation itself;

3. An instructors’ manual that includes exemplars

from discussion transcripts on how to score

student work according to the rubric descrip-

tors.

4.1 Scenarios

A scenario is a short article that serves to set the

stage for the discussion and provide background

information on the topic being discussed. It pre-
sents a real-life, multi-faceted, cross-disciplinary

computing issue that has both local and global

relevance and may contain some technical informa-

tion. Though scenarios contain trustworthy refer-

ences, they are not an all-encompassing thesis on

the topic; they are meaningful and engaging discus-

sion starters. To be valid, the scenarios need to be

written at a level of English that is comprehensible
to the students. Otherwise, the task becomes pri-

marily a reading assessment and that is not one of

the professional skills. Scenarios have been devel-

oped around topics such as cryptography, cyber-

attacks, big data, illegal downloading, and informa-

tion privacy.

Each scenario is preceded by instructions and a

set of guiding questions. The instructions provide
the context through which the students should

proceed with the discussion. The five guiding ques-

tions are aligned with the targeted professional

skills and designed to frame the discussion and

analysis and to facilitate problem solving. The

guiding questions not only elicit responses related

to each of the professional skills, but they are also

the typical questions/steps one should consider
when solving a complex problem. Over time, we

have learned to stress that the scenarios must be

kept short, that the language must be simple, that

the instructions are concise, and that the guiding

questions are well-aligned to the professional skills.

The instructions and guiding questions are as

follows:

Introduction

Assume that you have been appointed to a team

of 5 or 6 computing professionals within your

organization. You have been asked to examine

the current issue outlined in the article below.

Your team has not been asked to make specific

recommendations to solve the problem. Rather,
you have been asked to make recommendations

that will help the Government decide what next

steps they should take.

Prompts

1. What is/are the problem/problems here? Is

there an underlying fundamental problem?

2. Who are the major stakeholders and what are

their perspectives?
3. What are the major ethical, legal, and security

aspects associated with the problem?

4. What are the intended and unintended con-

sequences of existing computing solutions?

Consider the consequences on individuals,

organizations and society within local and

global contexts.

5. What recommendations do you propose that
may lead to potential solutions?

4.2 Scenario Creation Checklist

To guide development of scenarios and to ensure

they meet the requirements that include appropri-
ate language level, a scenario creation checklist that

contains the following criteria is utilized:

� Not focused or dependent on one discipline;

� Complexity;

� Real and relevant problem;

� Context;

� Technical Complexity;

� Elicits engagement;
� References;

� Appropriate for course use (language level).

4.3 The Rubric

The CPSA rubric assesses a sub-section of ABET’s

student outcomes, the professional skills. Though

well-established, the professional skills are quite

broad, so a slightly modified version that is a

better fit with our assessment task has been created

and align to ABET’s outcomes (see Table 1.).

In the CPSA rubric, each of the six professional

skills is presented on a separate page and includes
criteria, descriptors and standardized levels of per-

formance. In order to accurately assess the profes-

sional skills, the constructs they represent have been

clearly defined. As an example, the rubric compo-

nent of CPSA 1 is shown in Table 2 (the full rubric
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and other components of the CPSA are available at
www.cpsa.ae).

Within the rubric, each of the professional skills

outcomes is scored on an integer scale from 0 to 5,

labelled as Missing (0), Emerging (1), Developing

(2), Practicing (3), Maturing (4) and Mastering

(5), while descriptors within each outcome align to

score levels. The rubric was designed so that the

target for students’ year of study would align to the
labelled integer scale. For example, the target level

of performance for first year students is Emerging

(1), and this increases incrementally until master’s

students are expected to achieveMastering (5). In a

recent study that looked at this specifically for 3rd

year, 4th year, and master’s cohorts this desired

alignment was found to exist [28].

4.4 The Method of Implementation

In terms of the CPSA method, since it is not a

typical exam, project, or lab assignment, most

students have no or little experience with this type
of assessment. Because of this, we implemented a

two-stage approach. The first stage of implementa-

tion is basically a trial run that sets learning and

assessment expectations and provides an opportu-

nity for feedback from the instructor. The stage

begins with an overview of the method and a

logistical walk-through and practical demonstra-

tion of the discussion board. Student questions are
answered, and then student groups of about five

begin their initial 12-day discussion with the expec-

tation that each student will contribute five or six

substantive posts. During this first stage students

are continually reminded of the aims and expecta-

tions of the activity and if there are misunderstand-

ings, poor participation, or students are off-task,

the instructor will provide additional guidance
within the discussion board itself. However, the

discussion should be student led because teacher

presence can hamper the validity of an assessment,
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Table 1. Alignment of CPSA professional skills and ABET outcomes=

CPSA Professional Skills Outcomes ABET Computing Outcomes (2019)

� CPSA 1. Students problem solve from a computing
perspective.

b. An ability to analyse a problem, and identify and define the
computing requirements appropriate to its solution.

� CPSA 2. Students work together as a group. d. An ability to function effectively on teams to accomplish a
common goal.

� CPSA 3. Students consider ethical, legal, and security aspects. e. An understanding of professional, ethical, legal, security and
social issues and responsibilities.

� CPSA 4. Students communicate professionally in writing. f. An ability to communicate effectively with a range of
audiences.

� CPSA 5. Students analyze the consequences of existing
computing solutions within local and global contexts.

g. An ability to analyse the local and global impact of computing
on individuals, organisations and society.

� CPSA 6. Students interpret, represent, and seek information. h. Recognition of the need for and an ability to engage in
continuing professional development.

Table 2. CPSA rubric example



so every effort is made to keep instructor participa-

tion to a minimum. Students need to consider the

scenario, the prompts, and the posts of others to

generate responses and solutions. At the end of the

12 days, some of the postings are anonymized and

shared to serve as a learning resource for the
students. Using the posts as learning resources,

the instructor leads a discussion about high and

low quality responses and how weak posts or

discussions might be altered to better meet expecta-

tions. The second stage is nearly a mirror of the first

except that students utilize a different scenario and

they have more independence from the instructor.

The transcripts from the second stage are the ones
formally assessed using the CPSA rubric.

4.5 Instructors’ Manual Exemplars

Issues have emerged organically as the rubric has
been used to grade scores. Because of this, we have

continually revised the definitions, criteria, and

descriptors, all of which has led to inclusion of

exemplar transcript excerpts in the administration

manual (see https://www.cpsa.ae/wp-content/

uploads/CPSA-Manual-11.9.2020.pdf). The role

of the exemplars is to show and to explain to

raters how a specific rubric score emerges from
the transcripts. For example, an exemplar for

CPSA 2 is presented below.

Excerpts 2.1 and 2.2

Excerpt 2.1 is representative of a transcript scored

in the 1-(Emerging) range as it notices another

student’s idea as a simple agreement, while Excerpt

2.2 is very similar in terms of agreement and adding

their own opinion. It is more sophisticated because

the author attempts to bring in colleagues to the

discussion, so it is rated as 2- (Developing).

2.1 I agree with you Hajer about what you dis-

cussed and I think that. . .

2.2 I agree Salha, I think what companies are doing

when collecting information about us and using it

the way the want is totally unethical, because it is

considered an infringement of the person’s rights.

I was wondering if Noor or Shama. . .

5. Method

Besides examining the degree to which students are

attaining the expected level of proficiency in the

professional skills, this research also examines the

reliability and validity of CPSA scores within this
unique context and specifically for English as a

second language learners. The level of student

proficiency is measured through the scores assigned

by faculty raters using basic descriptive statistics.

The reliability mechanisms utilized were the norm-

ing process and calculations of interrater reliability

because a reliable instrument is one that produces

the same scores consistently [29]. The construct of

validity is presented as an ‘‘argument for what are

appropriate interpretations of scores, uses, and

consequences, as well as their rationale and evi-
dence that supports that argument of use, inter-

pretation, and consequences’’ [11, p. 111]. This goes

beyond the more traditional and outdated inter-

pretation of validity where there are specific types of

validity such as construct, content, and criterion,

and positions validity within a particular context.

5.1 Sample

All of the CPSA research has been conducted

within a computing program at a public university
located in the United Arab Emirates. The program

offers English-medium, full-time bachelors degrees

and part-time masters degrees that targets working

computing professionals. The institution is accre-

dited by the Middle States Commission on Higher

Education, one of six United States-based regional

accreditors, and the computing programs are accre-

dited byABET. Students in the programs are nearly
all native Arabic-speakers who have studied Eng-

lish as part of their school experiences. Students are

eligible to study for a bachelor’s degree with an

equivalent International English Language Testing

System (IELTS) score of approximately 5.0 and at

the master’s level a 6.0. The English proficiency

levels of undergraduates could be described as

intermediate, while for graduate students as
advanced. From this student population, two

groups of 4–5 students were randomly selected

from each of the three third year computing classes

for a total of six groups. In total there were 25

participants.

5.2 Student Proficiency

Student proficiency is measured through the scores

assigned by faculty to each of the groups’ tran-

scripts. This is the mean scores of student groups,
the mean scores of each of the professional skills

learning outcomes and in both cases the percentage

of the assigned scores at or above the expected

target for third year students of 3.0.

5.3 Reliability

Reliability of an assessment instrument is of the

utmost importance because it is a precursor to any

arguments put forth concerning the validity of an

instrument. The reality is that an instrument can be
reliable yet lack validity, but it cannot be valid if it

lacks reliability. The norming process and calcula-

tions of interrater reliability are the two mechan-

isms that have been used to measure reliability of

the CPSA.
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Norming, also known as moderating or calibrat-

ing, is a collaborative process where faculty imple-

menting a shared rubric use both knowledge of the

rubric and the constructs it represents along with

evidence-based discussions to establish a shared

understanding of the criteria, descriptors, and
levels of attainment present within a rubric. It is a

vital procedure because it ‘‘does reduce variability

across graders’’ [30, p. 331], and makes the imple-

mentation of a rubric more reliable. For the CPSA,

a nine-step process for norming has been devel-

oped. The steps in the process are: (1) document

preparation; (2) rubric review; (3) initial reading

and scoring of one learning outcome; (4) initial
sharing/recording of results; (5) initial consensus

development and adjusting of results; (6) initial

reading and scoring of remaining learning

outcomes; (7) reading and scoring of remaining

transcripts; (8) sharing/recording results; (9) devel-

opment of consensus and adjusting of results [31].

While the norming process helps to establish

consistency between the raters, periodic checks on
interrater reliability also serve as a read on instru-

ment reliability for a given implementation and

context. Given the relatively small sample sizes

and that this is a group assessment, interrater

reliability has been calculated using the simple

method of percentage agreement amongst raters.

This was calculated by dividing the number of

transcripts with matching scores by the total
number of transcripts. For each implementation

of the CPSA where interrater reliability has been

determined, this was done overall and for each of

the six professional skills measured by the rubric.

While the goal for interrater reliability has always

been to be as close to 100% as possible, especially

considering our extensive norming work, our work-

ing threshold for CPSA interrater reliability has
been Stemler’s [32] 70% target.

5.4 Validity

Because the CPSA purports to be a quality instru-

ment, the validity of the scores is based upon a

process whereby multiple sources of evidence have

been collected, and from that a coherent argument

emerges for the instrument’s use [11]. This unitary

understanding of validity is well-aligned with the

American Psychological Association’s definition of

validity as ‘‘the degree to which empirical evidence

and theoretical rationales support the adequacy

and appropriateness of conclusions drawn from
some form of assessment’’ [33]. Evidence to argue

for CPSA validity comes from the use of an

asynchronous discussion board, language consid-

erations to ensure scenarios are set to appropriate

levels for this English as a second language envir-

onment, well-constructed definitions of the learning

outcomes, and iterative rubric development.

6. Results

Given the three unique aspects of this research,

results will be presented specific to student profi-

ciency, instrument reliability, and instrument valid-

ity. Student proficiency in the professional skills will

be examined by group and by learning outcome (see

Table 3). For the groups, the overall mean score was
2.79 while the range of scores was 2.17–3.44. With a

target of 3.0 or higher for 3rd year students, only

two (groups 3 and 6) of the six groups achieved the

target mean. However, when focussing on the

percentage of CPSA outcomes � 3 for each

group, only group 1 was below 50% while both

groups 3 and 4 had 83.33% of the outcomes at or

above the target, and group 6 was a perfect 100%.
From the perspective of the outcomes, only CPSA

4, students communicate professionally in writing,

was� the target of 3.0 with a 3.33, yet all outcomes

but CPSA 5. Students analyze the consequences of

existing computing solutions within local and global

context and CPSA 6, students interpret, represent,

and seek information, were at least at 66.67%. This

indicates a clear weakness towards the two profes-
sional skills.

Results for the reliability of the CPSA are based

upon the norming process and findings from the

interrater reliability measure. It appears that the

nine step norming process has helped graders to

produce consistent and reliable scores. The key

aspects to this process are that faculty graders
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Table 3. CPSA rubric scores

Group CPSA 1 CPSA 2 CPSA 3 CPSA 4 CPSA 5 CPSA 6 Mean Group % � 3

1 3 2 2 3 2 1 2.17 33.33

2 2 3 3 4 2 2 2.44 50

3 3 2 3 4 3 4 3.17 83.33

4 3 3 3 3 3 2 2.83 83.33

5 3 3 3 3 2 2 2.67 66.67

6 4 4 3 3 3 4 3.44 100

Mean 2.89 2.56 2.89 3.33 2.61 2.44 2.79 69.44

Outcome % � 3 83.33 66.67 83.33 100 50 33.33



discuss scores and come to consensus by sharing

examples from the discussion transcripts. Faculty

graders also utilize the administration manual to

examine exemplars to better gauge the scores that
they have assigned. These evidence-based discus-

sions have proved to be effective and support for

this emerges through the interrater reliability

results.

The interrater reliability measure used was the

simple method of percentage agreement amongst

raters. Results fromFig. 1 indicate that after faculty

participated in evidence-based discussions to
achieve consensus, this was accomplished for all

learning outcomes to the 70% target other thanwith

CPSA 4, students communicate professionally in

writing, which remained at the same level of 67%.

CPSA 3. Students consider ethical, legal, and secur-

ity aspects had the highest rater agreement for

initial rating (72%) and again after consensus

(83%). Levels of interrater reliability post-consen-
sus ranged from 67–83%, and the overall mean was

75%.

Though we recognize that determining validity is

an ongoing process, at this stage the suitability of an

asynchronous discussion board, scenarios set to an

appropriate English level, the professional skills as

clearly defined constructs, and iterative rubric con-

struction, combine to put forth a strong argument
that use of the CPSA is valid within this context.

Though its foundation is from the EPSA, a face-

to-face instrument, the CPSA is completed online

because of the suitability of this medium in such

tasks. From a researcher’s perspective, the immedi-

ate availability of accurate transcripts simplifies the

ratings process, and the impact on students’ ability

to demonstrate learning is in evidence. In addition,
we have found that most students talk more in an

online group discussion than in a face-to-face class-

room. For example, with this implementation of the

CPSA, there were a total of 116 significant student

contributions to the discussions, while each student

posted at least four times. The online group discus-

sion seems to give the shy, quiet, or more passive
learner the opportunity to demonstrate their

knowledge that can be missed in a traditional

face-to-face discussion.

Another way in which the validity of the CPSA is

demonstrated is through the appropriateness of an

asynchronous discussion board in a second lan-

guage environment. To achieve this, each scenario

is kept to around 700 words with a level of language
complexity aligned with the abilities of moderately

advanced second language undergraduate students.

This means that readability is set to grade 12 on the

Flesch-Kincaid scale [34], a suitable level for non-

native English language speakers’ abilities.

In terms of the professional skills as clearly

defined constructs, we believe this has been

achieved through the development of the CPSA
learning outcomes. By taking ABET’s professional

skills and creating our own tightly aligned CPSA

learning outcomes, defining them further, and then

using this to help guide the iterative rubric con-

struction, we have enhanced the validity of CPSA

scores as a measure of professional skills within this

context.

Iterative construction of the CPSA rubric con-
tributes to its validity within this context. This has

been achieved through an initial 2013 pilot imple-

mentation followed by multiple iterations with

substantial revisions that has produced the current

2020 rubric. Examples of revisions that have

occurred include: (1) the first rubric contained

only 3 descriptors for each assessment criteria,

while later versions have four; (2) an earlier version
contained only two assessment criteria (Problem &

Solution Identification and Stakeholder Perspec-

tives) for CPSA 1, while the latest versions have
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Fig. 1. Interrater reliability.



three criteria (Problem Identification, Recommen-

dations for Solutions, and Stakeholder Perspec-

tives). Up until now, 11 faculty and 984 students

from 2nd year tomasters level have used the various

versions of the CPSA. The implementations and

iterations of the CPSA rubric are shown in Table 4.

7. Discussion

The main findings of the study are that most

students are attaining the desired level of profi-

ciency in the professional skills learning outcomes

and that the CPSA has proven to be a reliable and

valid instrument to measure the professional skills

within this specific context. With its theoretical

grounding in learning theory and specifically the

COI model [23], the CPSA has shown that it
facilitates assessment of complex tasks, demanding

teamwork, critical thinking and problem solving,

that goes far beyond traditional assessments

focused on correct or incorrect responses to dis-

crete, out-of-context items. The interplay between

social and cognitive presence demanded by the

online asynchronous discussion board task is well-

aligned with the reality of the professional skills and
offers students an opportunity to demonstrate their

proficiency in these cross-disciplinary learning out-

comes. The CPSA method has many features that

allow all of the skills to be effectively demonstrated

by the students. The 12-day period for the activity

provides time for reflective thinking, an important

component of problem solving, and it provides time

for students to clearly articulate their ideas in
writing. The discussion board allows students to

work in their own time and space and it facilitates

problem solving. The team, in the virtual environ-

ment, must work closely together on the problem

and thus readily demonstrate collaboration, diplo-

macy, conflict resolution and leadership.

Concerning students’ proficiency in the profes-

sional skills learning outcomes, it appears that most

3rd year students are performing at the desired level

even with some apparent shortcomings. The profes-
sional skills CPSA 5. Students analyze the conse-

quences of existing computing solutions within local

and global context and CPSA 6, students interpret,

represent, and seek information, were areas of weak-

ness. This mirrors earlier research into student

proficiency profiles that found these outcomes low

for 3rd year, 4th year, and masters students [35].

These are two outcomes that should be prioritized
within the program as they remain a programmatic

shortcoming.

Through this implementation of the CPSA,

reliability through the measure of interrater relia-

bility had an overall mean of 75% which is within

the range of earlier research. For example, a 2019

paper [7] that examined CPSA interrater reliability

across 5 separate implementations over a 5-year
period found that the interrater reliability through

percent agreement had an overall mean range of

74–91%. Though this current implementation was

near the lower end of agreement, it was still above

Stemler’s [32] 70% threshold. Reliability through

the norming of the CPSA rubric has been detailed

in earlier research [36] and continues to be a

strength of the CPSA. Building upon work by
Holmes and Oakleaf [37] and Crisp [38] where

they provided rules and steps for norming, we

have integrated more consensus building dialogue

into our process to ensure faculty raters feel

listened to, and that a true consensus has emerged

within the ratings process.

The case for the validity of the CPSA has been
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Table 4. Iterations of the CPSA rubric

Spring 2013 Pilot run with one class of 3rd year students using 4 ABET computing professional skills – 24 students.

Spring 2014 Two classes of 3rd year students using 5 ABET professional skills – 42 students.

Fall 2014 One class of 3rd year students using the first complete CPSA with 6 ABET computing professional skills – 31
students.

Spring 2015 Two classes of 3rd year using a revised CPSA with 6 ABET computing professional skills – 38 students.

Fall 2015 Three classes of 3rd year students using a further revised CPSA – 71 students.

Spring 2016 One class of postgraduate students using a further revised CPSA – 17 students.

Fall 2016 Three classes of 3rd year students– 58 students.

Spring 2017 Seven classes of 3rd year students (123 students) and two classes of postgraduate students (34 students).

Fall 2017 Three 4th year classes with 48 students.

Spring 2018 Three 3rd year classes with a total of 41 students, two 4th year classes (43 students), and one graduate class with 14
students all using an updated rubric.

Fall 2018 One 2nd year class (24 students), one 3rd year class (29 students), one 4th year class of 9 students.

Spring 2019 Three 2nd year classes (67 students), two 3rd year classes (51 students), one 4th year class (4 students), and two
graduate classes (8 students).

Fall 2019 Four classes of 3rd year students (87 students) and one 4th year class (24 students) using an amended rubric.

Spring 2020 Three 3rd year classes (66 students) and one graduate class of 7 students.



presented through numerous means. A major ben-

efit of using an asynchronous discussion board is

that it gives students more time to discuss and solve

the problem posed in the scenario which can help

foster critical thinking [23]. Based upon student

performance on this implementation of the CPSA,
we believe that this is the case. In addition, Salmon

[24] found that knowledge construction and team

work also develop significantly in asynchronous

discussion. Given that knowledge construction is

closely related to problem-solving, and teamwork

was not an area of concern in this study, this has

again been supported. Asynchronous discussion is

also suitable for most second language students
because of the asynchronous nature of these dis-

cussions. Krashen’s [39] monitor model and affec-

tive filter hypotheses can be used to offer an

explanation as to why asynchronous discussion

works in this way. Krashen posits that with more

time students can edit or monitor their output and

with this time may have the necessary confidence to

communicate more effectively. As they are more
confident, they are more willing to communicate

and contribute to discussion. With the scenarios set

to an appropriate English level of a grade 12 on the

Flesch-Kincaid scale [34], the validity of the instru-

ment is improved because it is not an assessment of

reading, it remains a test of the professional skills.

8. Conclusion

The CPSAwas developed with the aim of creating a

rigorous and robust method of assessing all six

ABET professional skills for computing within a

single assessment instrument that would be suitable

for ESL students studying in an English medium

computing program. Framed around the constructs
of cognitive and social presence, the design of the

CPSA method facilitates a rigorous assessment of

all the professional skills. Over a period of seven

years, it has been improved through a number of

iterations and has proven to be a reliable and valid

instrument within this specific context. The study

found that most students are attaining the desired

level of proficiency in the professional skills learn-
ing outcomes through the use of the CPSAmethod.
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