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The purpose of this work is to analyze data from the learning platformMoodle to predict the academic performance of the

student in Programming class course. We used six machine learning classification techniques to extract a pattern from

student Moodle using two datasets. In the first dataset, grade is in binary categorization (pass/fail), and in the second

dataset grade is in a three-level categorization (fail, good and excellent). The research applies all possible combinations of

eleven features for the selection of best predicting features, so we examined a total of 24432 prediction models on both

datasets. The results show that Logistic Regression obtained the best results on binary dataset and Random Forests

obtained the best results on three-level grade categorization, in terms of accuracy, precision and recall. We showed how

the same classifiers on different features can give very similar results. In other words, there is no single best prediction

model that significantly outperforms the others, but there are several very similar models that differ in the number of

features selected and the selected classifier.
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1. Introduction

Achieving success in computer programming
requires mastery of critical skills, such as pro-

blem-solving, computational thinking, critical

thinking, and system design. Enhancing program-

ming skills and promoting computational thinking

has become crucial to equipping future citizens with

the necessary expertise [1]. Therefore, programming

has become an essential component in almost all

engineering programs, emphasizing the need for a
basic understanding of programming [2]. However,

learning and teaching programming can be challen-

ging, and novice programmers may quickly lose

motivation and give up [3]. Despite significant

differences between students and their learning

environments, the approach to learning and teach-

ing programming often remains unchanged. Tradi-

tional learning methods have limitations that can
hinder the learning process, such as limited time and

space to interact with each other, especially during

the Covid-19 pandemic [4]. Given these circum-

stances, online learning has emerged as an alter-

native approach to support learning in its current

state. Technological advancements have made it

possible to simplify the learning process, increase

flexibility, and enable learning to take place any-
where, anytime, and by anyone. Learning Manage-

ment Systems (LMS) are widely used and produce

huge amounts of data [5] and educational institu-

tions are implementing new technologies to accu-

mulate large amounts of data about students and

the learning environment [6, 7]. One of the most

commonly used LMS is Moodle (modular object

oriented developmental learning environment),
which is a free and open learning management

system [8].

Predicting students academic performance is

crucial for educational institutions seeking to

enhance their students learning and achievement.

However, this task is challenging due to the numer-

ous factors influencing students course perfor-

mance and learning. This study aims to predict
students academic performance based on their

programming activities in online learning. We

focus on the engagement of the students by evalu-

ating the number of their behaviors, and we make

grade predictions at the end of the semester based

on these activities in Computer Programming class.

To achieve this, we employ the classification task

with six classification algorithms: Logistic Regres-
sion (LR) [9], Support Vector Machines (SVM)

[10], Random Forests (RF) [11], Neural Network

(NN) [12], Naive bayes (NB) [13], and Decision

Tree (DT) [14] . We used implementations of these

algorithms from scikit-learn [15] and optimised

model parameters for each algorithm by cross-

validated grid-search over a parameter grid

(sklearn.model selection.GridSearchCV). Predic-
tions were compared in terms of classification

accuracy rate, precision and recall.

In addition, this study investigates the effects of

two different grade categorizations on data mining:

three-level grade categorization and binary grade
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categorization. Special attention is focused on fea-

ture selection for predicting the performance. Our

dataset consists of eleven features, and we investi-

gated which subset of features gives the best accu-

racy. The number of combinations according to our

eleven features is 2036. Since we used six algo-
rithms, we get 12216 prediction models (PMs).

However, since we have two datasets that differ in

the success variable, we examined a total of 24632

PMs. The code was written in Python, and the

results are saved in a file. We discovered the best

model by comparing the classification accuracy

rate. According to this, the research questions can

be stated as follows:

RQ1: How accurate are the proposed prediction

models, in predicting students grade in a Com-

puter Programming course at the end of the

semester using interaction data from Moodle?

RQ2: What is the difference between two unlike
grade categorizations in terms of predicting per-

formance of students in a Programming course?

RQ3: What are the impacts of different feature

selection on classification performance?

2. Related work on Predicting Student
Academic Performance

Various authors have conducted studies to predict

the academic performance of students using both

supervised (classification) and unsupervised (clus-

tering and association rule mining) educational

data mining techniques [16]. Pal and Pal [17]

analyzed students data and used three classification

algorithms – ID3, C4.5 and Bagging to predict their

academic performance. The analysis showed that
ID3 had the highest accuracy rate of 78%, and the

lowest average error rate was 0.16. Another study

by Kabra and Bichkar [18] used decision trees to

predict the performance of engineering students.

The study showed that decision tree algorithms can

be used to create a model that predicts the perfor-

mance of engineering students in their first year

based on their past academic performance. The true
positive rate of the model for the ‘‘fail’’ class was

0.907, indicating that it successfully identified stu-

dents who are likely to fail.

Yadav and Pal [19] analyzed three decision tree

algorithms C4.5, ID3, and CART to predict the

performance of engineering students in the final

exam. The resulting decision tree provided insights

into how many students were expected to pass, fail,
or be promoted to the next academic year.

In a study by [20], the Support Vector Machine

algorithm and the K-Nearest Neighbor algorithm

were compared in terms of performance. The

former produced slightly better results with a cor-

relation coefficient of 0.96, highlighting its potential

as an effective tool for predicting academic perfor-

mance.

In another study by Evangelista [21], prediction

models were developed using Moodle logs to pre-

dict students performance, including in the course
‘‘Intro to Computer Programming’’. The best fea-

tures for prediction models were Activities Com-

pleted, Course Views, and Viewed inMobile. In this

study, the Random Forests algorithm had the high-

est accuracy at 90.9% for predicting whether a

student will pass or fail a course. Themain objective

of study by [22] was to discover whether the

students have used the LMS effectively to complete
their learning process and enhance academic

achievements in their study.

Rao and Kumar [23] presented a deep neural

network model paper for predicting the students

performance. It is the first time to use a deep neural

network for the education data mining and predict-

ing of students performance. The proposed model

achieved an accuracy of 84.3%. This model can
assist in predicting a student’s academic perfor-

mance and identifying students who are at a

higher risk of failing, allowing for early interven-

tion. Bergin et al. [24] investigated six machine

learning algorithms (NB, SMO, LR, backpropaga-

tion, DT, 3-NN) for predicting programming suc-

cess, using the predetermined factors. NB was

found to have the highest prediction accuracy. In
a recent study [25], a predictive model has been

developed to forecast the final grades of students in

introductory courses at an early stage of the seme-

ster. To compare the efficacy of different machine

learning algorithms, the researchers have tested

eleven algorithms in five categories including

Bayes, Function, Lazy (IBK), Rules-Based and

Decision Tree using WEKA software.
In a study by Khasanah et al. [26], it was found

that the accuracy of predicting student performance

can be improved by carefully selecting high-influ-

ence attributes. To achieve this, feature selection

was performed before classification. The student

data used in their study was obtained from the

Department of Industrial Engineering at Universi-

tas Islam Indonesia. The authors utilized Bayesian
Network and Decision Tree algorithms for classify-

ing and predicting student performance. In another

study, presented in [27], an educational software

was developed to predict student success in compu-

ter engineering at the University of Rwanda using

variables such as mathematical background, pro-

gramming aptitude, problem-solving skills, gender,

prior experience, previous computer programming
experience, and e-learning usage. The system col-

lected input values and generated results using

decision tree and Regression algorithms. In a
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study by Romero et al. [28], the effectiveness of

various data mining techniques was compared for

classifying engineering students based on their

usage data in multiple Moodle courses at Cordoba

University. The study utilized well-known classifi-

cation methods, including statistical methods, deci-
sion trees, rule and fuzzy rule induction methods,

and neural networks.

Manikandan and Chinnadurai [29] presents the

use of TensorFlow for classifying and predicting

students performance in academic and non-aca-

demic activities based on the analysis of 2500 data

from Tamil Nadu. The study utilizes convolutional

artificial neural network and TensorFlow entropy
for pattern recognition, resulting in an accuracy

factor of 75% to 85%. Romero and Ventura [30]

used a Moodle mining tool to compare different

data mining techniques for classifying students.

They found that a good classifier model must be

both accurate and understandable for instructors.

Another study by [31] explained educational data

mining with a case study on Moodle logs for
visualization and classification purposes. In the

study, five classification algorithms (DT, NB,

SVM, RF, KNN) were presented to identify stu-

dents performance in the early stages. Sixteen

educational machine learning models were ana-

lyzed and compared in terms of their predictive

power using LR [32]. The most effective individual

predictors were found to be indicators composed of
students quiz activities. However, including addi-

tional less effective predictors related to other

activities could significantly improve the model’s

efficiency. The data fromMoodle logs was also used

to predict student success through analysis, as in the

case study conducted byAdemi [8]. Themain aim of

Ademi’s study was to predict students success and

identify those whowere at risk of dropping out.DT,
Bayesian Network and Support Vector Machine

algorithms were applied, and the results showed

that DT had the best accuracy. Fuzzy-based

approaches were also investigated for this problem.

Palmer [33] explores the use of academic analytics

to predict the academic performance of engineering

students in their second year of study, using Logis-

tic Regression and identifying significant predictor
variables such as the mode of study, date of first

login to LMS, and weighted average mark. The

study shows that student data stored in institutional

systems can be used to predict academic perfor-

mance with reasonable accuracy and provides a

simple but effective methodology for achieving

this, with potential for targeted interventions to

improve student success and retention outcomes.
Hussain et al. [34] used Moodle log data to predict

inactive and low-performing students during online

learning. They employed FURIA, RF, and AIRS,

and FURIA achieved the best results. Students

introductory programming performance was pre-

dicted by [35] where Multilayer Perceptron, Naı̈ve

Bayes, SMO, J48 and REPTree were used on

student related data to determine those students

that may require additional support. SVM was
utilized by [36] to construct a framework that can

predict the success or failure of students in intro-

ductory programming courses.

To sum up, various researchers have investigated

the problem of predicting student performance by

employing a penty of data mining techniques. The

results reveal a strong relationship between stu-

dents activities and their academic achievements.
However, a variation in research has been observed.

1. There is no consensus on the dataset used for

predicting student performance. Many of these

datasets include not only LMS interaction

information but also other data (e.g., gender

[16, 18–20, 25, 26, 33] , average self-study time
[16], social parameters [16], psychological para-

meters [16], student’s family size [16, 17],

fathers and mothers qualification [16–20, 26]

previous grades or academic performance [16–

19, 26, 29, 33], civil status, city, income, enroll-

ment year, major, programming experience,

area of school, [16, 35, 19, 20]) in their predic-

tion models without considering the fact that
many of these variables fall outside the control

of students and teachers alike. However, if

dataset uses LMS data, there is lots of varia-

tions, fromfirst login [33], total number of visits

and clicks (on course [8, 31, 21, 36, 22] by night

[21], by weekend [21]), assignements (done [28,

30, 25], submitted [28, 8], passed [21]), quiz

(taken [8, 30, 25], passed [28, 30, 23], failed
[28, 30], completed [21]), total time (on course

[36, 33], on assignements, quizzes and forum

[30], forum (creations [8], views [8], messages

sent/read [28, 30, 33]), materials used [22].

2. Predicting student performance is common for

all previously mentioned studies. However,

student performance can be classified into

different grade categorizations: binary grade
categorization (pass/fail) [8, 16, 33, 32, 36],

three-level grade categorization (fail, pass,

good) [8, 30, 18, 19, 25, 28], four-level grade

categorization [28, 17, 22], five-level grade

categorization [8] and six-level grade categor-

ization [34].

3. Predicting students performance can be related

to one course [8, 16, 31, 34, 32, 22, 23, 18], or to
many courses [22, 23, 17, 20, 25].

4. Different techniques and algorithms are used to

predict performance, as previously mentioned.

The choice of algorithm, as well as the number
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of used algorithms, is at the discretion of the

researcher.

5. The evaluation of prediction models is the last

part of predicting student performance. Accu-

racy is the most intuitive performance measure,

and it is simply a ratio of correctly predicted
observations to the total observations. Accu-

racy is used for evaluation in [8, 16–20, 25, 31,

34, 32, 30, 36, 24, 26, 28, 29, 33]. Precision is

used in [8, 16, 17, 31, 36, 22, 25], recall is used in

[8, 16, 17, 25, 31, 36]. Some of studies used

combination of accuracy, precision and recall

to decide which model is more suitable to

predict student the performance of the student
[8, 16, 17, 25, 31].

3. Methodology

This section discusses the research methods fol-

lowed in this research.

3.1 Data Collection

This study gathered data from students who

enrolled in the ‘‘Introduction to Programming’’

course at the Faculty of Science, University of
Split, Croatia. The data was collected through

Moodle, which was used to distribute course mate-

rial, lectures, homework, laboratory exercises, and

quizzes. The data was collected over a period of

fifteen weeks for three academic years: 2019–2020,

2020–2021, and 2021–2022. A total of 134, 145, and

178 students registered with Moodle for the first,

second, and third year, respectively. A Moodle
plug-in was used to automatically extract features

representing students learning behaviors. The list of

features is presented in Table 1. The final feature in

the dataset is the categorical final grade, which

reflects students performance and was addedmanu-

ally. This attribute is the target variable that we aim

to predict. In the first dataset, grades were categor-

ized as Pass or Fail (binary classification). We also

tested the model using a three-level grade classifica-
tion (Fail, Good, and Excellent) to compare its

accuracy with different numbers of labels.

3.2 Preprocessing

It’s unrealistic to expect a ‘‘perfect’’ dataset, so we

began by removing incomplete results.We reviewed

the dataset and removed incomplete results by

eliminating entire students whose data was not

complete. We identified variables with missing
values (indicated as Null) and decided to remove

morning1, morning2, and day2 due to incomplete

data. Morning1 had 30 incomplete values, morning

2 had 20 incomplete values, and day2 had 15

incomplete values. We decided on elimination

instead of filling incomplete values with potentially

unreliable data. After removal, the dataset con-

sisted of 12 variables and 427 student records.

3.3 Feature Selection

Feature selection involves selecting a relevant

subset of features from a larger set that may contain

irrelevant features [31]. This technique helps to

analyze the relationship between independent fea-

tures and the dependent feature by identifying the

most influential independent features [37]. Feature

selection algorithms can improve the performance

of student performance PMs. The three main cate-
gories of feature selection algorithms are filter,

wrapper, and hybrid models. Filter methods are

performed during pre-processing and are not
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Table 1. Features of the dataset

Feature Description

logs Total number of logins to the course

act1 Number of materials uploaded by students

act2 Number of materials viewed by the student

act3 Number of quizzes completed by the student

sumAct Total number of activities (act1+act2+act3)

morning1 Number of logins from 00.01–06.00

morning2 Number of logins from 06.01–12.00

day1 Number of logins from 12.01–18.00

day2 Number of logins from 18.01–00.00

wlogs Number of logins per week from Monday to Friday

weekendlogs Number of logins during the weekend

timeOnExam Time spent on the exam. We calculate it as a percentage of the total time spent in relation to the possible
total time allowed

firstexam Success in the first exam in percentage

attempts Number of attempts while solving the exam. In Moodle, if specified, one exam can be solved more than
once

grade Final grades



dependent on any learning algorithm, but instead

rely on the overall features of the training data.

Wrapper methods use learning algorithms to esti-
mate the features, while hybrid feature selection

combines the properties of both filter and wrapper

methods [38].

In this study, we focused on every possible

combination of features. Our dataset consists of

11 features, resulting in a total of 2,036 possible

combinations (Table 2). This method is unique to

our study, as feature selection is sometimes not
mentioned in the literature, and researchers instead

focus on final prediction and evaluation metrics.

We implemented a total of 12,216 PMs by selecting

six algorithms, and examined a total of 24,432 PMs

since we have two datasets that differ in the success

variable.

3.4 Evaluation Metrics

The code was written in Python, and the results

were saved in a file. We determined the best model

by comparing classification accuracy rate, preci-
sion, and recall. Accuracy is the most commonly

used metric for evaluating the effectiveness of a

prediction model [39]. It represents the ratio of

correctly predicted results to total predictions. It

is calculated according to the (1):

accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
; ð1Þ

where is:

True Positive (TP): the number of successful stu-

dents who are correctly classified as ‘‘successful’’.

False Positive (FP): the number of successful stu-

dents who are wrongly classified as ‘‘failed’’.

True Negative (TN): number of unsuccessful stu-

dents correctly classified as ‘‘failed’’.
False Negative (FN): number of unsuccessful stu-

dents whowerewrongly classified as ‘‘successful’’.

Precision, recall, and F1 score are well-known

performance indicators [40]. Precision represents

the ratio of correctly predicted positive students

(TP) to the total predicted positive students (TP +

FP). It is calculated using (2):

precision ¼ TP

TPþ FP
; ð2Þ

Recall represents the ratio of correctly predicted

positive observations to all observations. It is

calculated using (3):

recall ¼ TP

TPþ FN
; ð3Þ

The results of each model are saved in an array that

includes accuracy, features, and classification algo-
rithms. The top ten results for each dataset were

further compared in terms of precision and recall to

determine the best prediction model.

4. Results

Two different grading systems, binary (Pass/Fail)

and three-level grade categorization, were used to

categorize the final grade attribute, resulting in two

versions of the dataset. We compared the perfor-

mance of six algorithms: Logistic Regression (LR),

Support VectorMachines (SVM), Random Forests

(RF), Neural Network (NN), Naive Bayes (NB),

and Decision Tree (DT) on these datasets. Our goal
was to identify which subset of features gave the

best accuracy. Table 3 shows the performance of the

top ten predictionmodels (PMs) on the first dataset,

which used binary grade categorization. LR pro-

duced the best results for the binary grading ver-

sion, achieving an accuracy rate of 82.17% on the

testing dataset using act1, wlogs, attempts, and

firstexam as independent features and grade as a
dependent variable. Compared to other metrics,

LR’s precision and recall showed the highest results

of 82.21% and 82.17%, respectively. The second and

third best PMs were RF, with an accuracy of

82.17%, but with slightly lower precision and

recall compared to LR. The second PM achieved

a precision of 81.48% and a recall of 81.40% using

logs, act3, sumAct, timeOnExam, day1, wlogs, and
firstexam as independent features. The third PM

achieved a precision of 81.24% and a recall of

81.32% using logs, act2, sumAct, weekendlogs,

timeOnExam, day1, wlogs, attempts, and firstexam

as independent features.

Additionally, seven more PMs had an accuracy

of 81.39%, all using the Logistic Regression algo-

rithm. These PMs had precision values ranging
from 81.40% to 81.47% and recall values of

81.40% in every prediction model.

The performances of top ten PMs on three-level

grade categorization dataset are shown in Table 4.
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Table 2. Number of combinations by selecting features

# of features # of combinations

2 55

3 165

4 330

5 462

6 462

7 330

8 165

9 55

10 11

11 1



When the grades are divided into three classes, the

best PM’s accuracy decreases to 65.62%, with a

precision of 65.58% and a recall of 64.80%, based on

the testing dataset with the following independent
features: act1, act2, act3, timeOnExam, day1, and

wlogs, and Grade as a dependent variable. All top

ten PMs were obtained using RF. The second PM

has an accuracy of 64.8%, precision 64.8% and

recall 64.8% where features are act1, weekendlogs,

timeOnExam, day1 and wlogs. The third PM has

the same results as the second PM, but they differ in

the set of features used. The third PM uses act1,
act2, act3, timeOnExam, day1, wlogs, and

attempts. The remaining top PMs differ in the set

of features used for prediction, but their accuracy,

precision, and recall results are the same. When

comparing the top ten PMs, the differences are

small between accuracy, precision, and recall.

5. Discussion

The research findings suggest that there is a differ-

ence in predicting student performance in a Com-

puter Programming class course between the two

grade categorization systems used in the study. The
binary grade categorization system resulted in

higher accuracy rates compared to the three-level

grade categorization system. The LR model

achieved the highest accuracy rate of 82.17% on

the binary dataset, while the RFmodel achieved the

highest accuracy rate of 65.62% on the three-level

dataset. Additionally, the precision and recall

scores were also higher for the binary dataset
compared to the three-level dataset. These results

suggest that the choice of grade categorization

system can impact the accuracy of predicting stu-

dent performance in a Computer Programming

class course using interaction data from Moodle.

We found that by selecting different features, we

achieved similar results in predicting student per-

formance. In the two-level grade categorization
dataset, the top ten prediction models had different

feature sets but achieved comparable results. The

accuracy score varied by only 0.78%, precision by

0.81%, and recall by 0.77%. Similarly, in the three-

level grade categorization dataset, the top ten PMs

achieved similar results with different sets of fea-

tures, with the difference in precision ranging from

2.34% to 3.42% and recall from 1.5%. Interestingly,
the number of features did not necessarily impact

prediction power. We investigated the correlation

between the features that produced the best results

and found that the variables act3 and Attempts had

the highest correlation coefficients of 0.578 and

0.568, respectively, in the binary dataset. In the

three-level dataset, timeOnExam had a correlation

coefficient of 0.027 and was part of the best-per-
forming feature set for accuracy, precision, and
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Table 3. Performance of 10 PMs on binary (Pass/Fail) dataset

PM1 LR 82.17% 82.21% 82.17% 4

PM2 RF 82.17% 81.48% 81.40% 7

PM3 RF 82.17% 81.24% 81.32% 9

PM4 LR 81.39% 81.47% 81.40% 4

PM5 LR 81.39% 81.40% 81.40% 4

PM6 LR 81.39% 81.40% 81.40% 4

PM7 LR 81.39% 81.40% 81.40% 6

PM8 LR 81.39% 81.40% 81.40% 5

PM9 LR 81.39% 81.40% 81.40% 5

PM10 LR 81.39% 81.40% 81.40% 5

Algorithm Accuracy Precision Recall #Features

Table 4. Performance of 10 PMs on three-level grade categorization dataset

PM1 RF 65.62% 65.62% 64.80% 6

PM2 RF 64.8% 64.8% 64.8% 5

PM3 RF 64.8% 64.8% 64.8% 7

PM4 RF 64.06% 64.06% 63.78% 6

PM5 RF 64.06% 64.06% 63.78% 7

PM6 RF 63.28% 62.20% 63.30% 4

PM7 RF 63.28% 62.20% 63.30% 6

PM8 RF 63.28% 62.20% 63.30% 6

PM9 RF 63.28% 62.20% 63.30% 6

PM10 RF 63.28% 62.20% 63.30% 6

Algorithm Accuracy Precision Recall #Features



recall. The inclusion of features with lower correla-

tion coefficients, such as firstexam in the binary

dataset, suggests that exploring all possible feature

combinations may lead to better predictions.

We found that different sets of features can yield

similar results in predicting student performance.
For instance, on the two-level grade categorization

dataset, the top ten prediction models achieved

similar accuracy scores (within 0.78%), precision

(within 0.81%), and recall (within 0.77%), even

though they used different numbers of features

(ranging from four to nine). Similarly, on the

three-level grade categorization dataset, the top

ten prediction models with different sets of features
(ranging from four to six) also achieved similar

results. However, there were some differences in

precision (ranging from 2.34% between PM1 and

PM10) and recall (ranging from 1.5%), indicating

that some features may have more predictive power

than others. Interestingly, the number of features

selected did not always correlate with prediction

power. We are interested in the correlation of the
features that showed the best results. Therefore, we

made correlations in the Python to check statisti-

cally how well the variables correlate with the

success variable. According to the Table 5, on

binary grade categorization dataset, we see that

the variables act3 and Attempts have the highest

correlation coefficient of 0.578 and 0.568 respec-

tively. PM1 uses act1, wlogs, attempts and first-
exam as fatures that gives best accuracy, precision,

and recall. As we can see from Table 5 firstexam has

a correlation of 0.281, therefore, we wonder

whether we would have included this feature in

the prediction set if we had not made all possible

combinations, and it is in the best performing PM.

Similarly, on three-level grade categorization data-

set, the variable timeOnExam has a correlation of
0.027 (Table 6), and it is in the feature set that gives

the best accuracy, precision, and recall.

Applying data mining techniques can be a valu-

able approach to accurately predict the final grades

of Computer Programming class course students in

binary grade categorization dataset, which can help

educational institutions and instructors identify stu-

dents who may need additional support and inter-
vention to pass the course. Since Programming has

become an essential component in almost all engi-

neering programs, the results of this study can be

extended to similar courses across all engineering

programs as the ability to identify struggling stu-

dents, as it canhelp prevent them fromdropping out.

However, we acknowledge that this study has

some limitations, such as the small sample size and
the fact that the dataset was collected from only one

institution. Future studies can expand the dataset to

include more institutions and courses.

6. Conclusion

In this paper, we compared the performance of six

Machine Learning algorithms in classifying stu-
dents based on data from the Moodle system.

Unlike other studies, we gave special attention not

only to the Machine Learning algorithms but also

to the selection of all possible combinations of

features to achieve the best possible prediction.

Our results showed that the same classifiers on

different features can give very similar results.

This means that there is no single best prediction
model that outperforms the others, but several very

similar models differing in the number of features

selected and the classifier used.

We also investigated the effects of two different

grade categorizations on data mining: three-level

grade categorization and binary grade categoriza-

tion. Our findings showed that the Logistic Regres-

sion algorithm was the best-performing algorithm,
with an accuracy rate of 82.17% for the binary

grade categorization and 65.62% for the three-

level grade categorization. Although the binary
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Table 5. Correlations with the success variable on binary grade
categorization dataset

Table 6. Correlations with the success variable on three-level
grade categorization dataset



dataset showed promising results, the model’s accu-

racy at three levels was not very high. This indicates

that predicting students final grades using their web

usage data on a three-level grade categorization is a

challenging task. Future studies can expand the

dataset to include more institutions and courses,
and consider additional offline features such as

personal information, socio-economic status,

study habits, motivation, and pre-university char-

acteristics in addition to the online information

used in this paper. It is crucial to note that obtaining

these offline features is not as automated and

effortless as acquiring the online information

through Moodle. Instructors would need to manu-
ally provide the values for these new features.

This study highlights the potential of using data

analytics and machine learning algorithms to

improve student performance in Computer Pro-

gramming class courses. The results suggest that

careful selection of grading categorization and

features can lead to accurate prediction of student

performance, which can inform targeted interven-

tions to improve student success and retention

outcomes in computer engineering education, and

can be further explored and applied in other areas
of engineering education as well.

In our future experiments, we plan to apply

feature selection methods to our dataset to deter-

mine the relevance of our best subset of features.

We also aim to gather more data about students

and incorporate larger datasets from similar

courses and years to measure how offline and

online data affect algorithm performance.
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